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Notice

While reasonable efforts have been made to ensure that the
information in this document is complete and accurate at the time of
printing, Avaya assumes no liability for any errors. Avaya reserves the
right to make changes and corrections to the information in this
document without the obligation to notify any person or organization of
such changes.

Documentation disclaimer

“Documentation” means information published by Avaya in varying
mediums which may include product information, operating instructions
and performance specifications that Avaya generally makes available
to users of its products. Documentation does not include marketing
materials. Avaya shall not be responsible for any modifications,
additions, or deletions to the original published version of
documentation unless such modifications, additions, or deletions were
performed by Avaya. End User agrees to indemnify and hold harmless
Avaya, Avaya's agents, servants and employees against all claims,
lawsuits, demands and judgments arising out of, or in connection with,
subsequent modifications, additions or deletions to this documentation,
to the extent made by End User.

Link disclaimer

Avaya is not responsible for the contents or reliability of any linked Web
sites referenced within this site or documentation provided by Avaya.
Avaya is not responsible for the accuracy of any information, statement
or content provided on these sites and does not necessarily endorse
the products, services, or information described or offered within them.
Avaya does not guarantee that these links will work all the time and has
no control over the availability of the linked pages.

Warranty

Avaya provides a limited warranty on its Hardware and Software
(“Product(s)”). Refer to your sales agreement to establish the terms of
the limited warranty. In addition, Avaya’s standard warranty language,
as well as information regarding support for this Product while under
warranty is available to Avaya customers and other parties through the
Avaya Support Web site: http://support.avaya.com. Please note that if
you acquired the Product(s) from an authorized Avaya reseller outside
of the United States and Canada, the warranty is provided to you by
said Avaya reseller and not by Avaya.

Licenses

THE SOFTWARE LICENSE TERMS AVAILABLE ON THE AVAYA
WEBSITE, HTTP://SUPPORT.AVAYA.COM/LICENSEINFO/ ARE
APPLICABLE TO ANYONE WHO DOWNLOADS, USES AND/OR
INSTALLS AVAYA SOFTWARE, PURCHASED FROM AVAYA INC.,
ANY AVAYA AFFILIATE, OR AN AUTHORIZED AVAYA RESELLER
(AS APPLICABLE) UNDER A COMMERCIAL AGREEMENT WITH
AVAYA OR AN AUTHORIZED AVAYA RESELLER. UNLESS
OTHERWISE AGREED TO BY AVAYA IN WRITING, AVAYA DOES
NOT EXTEND THIS LICENSE IF THE SOFTWARE WAS OBTAINED
FROM ANYONE OTHER THAN AVAYA, AN AVAYA AFFILIATE OR AN
AVAYA AUTHORIZED RESELLER; AVAYA RESERVES THE RIGHT
TO TAKE LEGAL ACTION AGAINST YOU AND ANYONE ELSE
USING OR SELLING THE SOFTWARE WITHOUT A LICENSE. BY
INSTALLING, DOWNLOADING OR USING THE SOFTWARE, OR
AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF
YOURSELF AND THE ENTITY FOR WHOM YOU ARE INSTALLING,
DOWNLOADING OR USING THE SOFTWARE (HEREINAFTER
REFERRED TO INTERCHANGEABLY AS “YOU” AND “END USER”),
AGREE TO THESE TERMS AND CONDITIONS AND CREATE A
BINDING CONTRACT BETWEEN YOU AND AVAYA INC. OR THE
APPLICABLE AVAYA AFFILIATE (“AVAYA”).
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Copyright

Except where expressly stated otherwise, no use should be made of
materials on this site, the Documentation, Software, or Hardware
provided by Avaya. All content on this site, the documentation and the
Product provided by Avaya including the selection, arrangement and
design of the content is owned either by Avaya or its licensors and is
protected by copyright and other intellectual property laws including the
sui generis rights relating to the protection of databases. You may not
modify, copy, reproduce, republish, upload, post, transmit or distribute
in any way any content, in whole or in part, including any code and
software unless expressly authorized by Avaya. Unauthorized
reproduction, transmission, dissemination, storage, and or use without
the express written consent of Avaya can be a criminal, as well as a
civil offense under the applicable law.

Third-party components

Certain software programs or portions thereof included in the Product
may contain software distributed under third party agreements (“Third
Party Components”), which may contain terms that expand or limit
rights to use certain portions of the Product (“Third Party Terms”).
Information regarding distributed Linux OS source code (for those
Products that have distributed the Linux OS source code), and
identifying the copyright holders of the Third Party Components and the
Third Party Terms that apply to them is available on the Avaya Support
Web site: http://support.avaya.com/Copyright.

Trademarks

The trademarks, logos and service marks (“Marks”) displayed in this
site, the Documentation and Product(s) provided by Avaya are the
registered or unregistered Marks of Avaya, its affiliates, or other third
parties. Users are not permitted to use such Marks without prior written
consent from Avaya or such third party which may own the Mark.
Nothing contained in this site, the Documentation and Product(s)
should be construed as granting, by implication, estoppel, or otherwise,
any license or right in and to the Marks without the express written
permission of Avaya or the applicable third party.

Avaya is a registered trademark of Avaya Inc.

All non-Avaya trademarks are the property of their respective owners,
and “Linux” is a registered trademark of Linus Torvalds.

Downloading Documentation

For the most current versions of Documentation, see the Avaya
Support Web site: http://support.avaya.com.

Contact Avaya Support

Avaya provides a telephone number for you to use to report problems
or to ask questions about your Product. The support telephone number
is 1-800-242-2121 in the United States. For additional support

telephone numbers, see the Avaya Web site: http://support.avaya.com.
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Chapter 1: New in this release

The following sections detail what's new in Avaya CallPilot® Troubleshooting Reference Guide for Service
Update 9 of Release 5.0.

Navigation

Features on page 7

Features

Service Update 9 of the CallPilot 5.0 release includes the addition of the Flight Recorder
feature. The following sections have been added for this feature:

» Enabling Flight Recorder traces on page 157

* Archiving Flight Recorder information on page 159

* Viewing Flight Recorder archive statistics on page 159

» Downloading Flight Recorder archives on page 160

* Deleting Flight Recorder archives on page 160
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Chapter 2: Customer service

Visit the Avaya Web site to access the complete range of services and support that Avaya provides. Go
to www.avaya.com or go to one of the pages listed in the following sections.

Navigation

* Getting technical documentation on page 9

* Getting product training on page 9

* Getting help from a distributor or reseller on page 9

* Getting technical support from the Avaya Web site on page 10

Getting technical documentation

To download and print selected technical publications and release notes directly from the
Internet, go to www.avaya.com/support.

Getting product training

Ongoing product training is available. For more information or to register, you can access the
Web site at www.avaya.com/support. From this Web site, you can locate the Training contacts
link on the left-hand navigation pane.

Getting help from a distributor or reseller

If you purchased a service contract for your Avaya product from a distributor or authorized
reseller, contact the technical support staff for that distributor or reseller for assistance.

Avaya CallPilot® Troubleshooting Reference Guide December 2010 9
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Customer service

Getting technical support from the Avaya Web site

The easiest and most effective way to get technical support for Avaya products is from the
Avaya Technical Support Web site at www.avaya.com/support.
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Chapter 3: Overview

In this chapter

General on page 11

Reference documents on page 11

General

This troubleshooting reference guide describes symptoms that can appear on all Avaya
CallPilot® server platforms, and provides step-by-step troubleshooting procedures. The
troubleshooting procedures can be slightly different for different Avaya CallPilot releases.

Each troubleshooting area contains symptom tables outlining basic checks that include
diagnostics and resolutions for each check. This guide is applicable to all CallPilot servers.
The exceptions are noted for each server, where necessary, in the heading for each symptom
or check.

This document provides only basic troubleshooting procedures. You can find additional
troubleshooting information in the CallPilot documents that are referenced throughout this
document.

' Note:

To comply with the Restriction of Hazardous Substances (RoHS) Directive 2002/95/EC,
some of the part numbers now contain an E5 or E6 suffix. For example, part number
NTRH2014 is now NTRH2014EG6. The part numbers in this guide do not contain the suffix.

Reference documents

Table 1: Call Pilot Customer Documentation Map

Fundamentals

Avaya CallPilot® Troubleshooting Reference Guide December 2010 11



Overview

Fundamentals Guide (NN44200-100)
Library Listing (NN44200-117)
Planning and Engineering
Planning and Engineering Guide (NN44200-200)
Network Planning Guide (NN44200-201)
Converging the Data Network with VoIP Guide (NN43001-260)

Solution Integration Guide for Communication Server 1000/Call Pilot/Contact
Center/Telephony Manager (NN49000-300)

Installation and Configuration

Upgrade and Platform Migration Guide (NN44200-400)

High Availability: Installation and Configuration (NN44200-311)

Installation and Configuration Task List Guide (NN44200-306)

Quickstart Guide (NN44200-313)

Installer Roadmap (NN44200-314)

Server Installation Guides
201i Server Hardware Installation Guide (NN44200-301)
202i Server Hardware Installation Guide (NN44200-317)
202i Installer Roadmap (NN44200-319)
703t Server Hardware Installation Guide (NN44200-304)
1002rp Server Hardware Installation Guide (NN44200-300)
1002rp System Evaluation (NN44200-318)
1005r Server Hardware Installation Guide (NN44200-308)
1005r System Evaluation (NN44200-316)
1006r Server Hardware Installation Guide (NN44200-320)
600r Server Hardware Installation Guide (NN44200-307)
600r System Evaluation (NN44200-315)

Configuration and Testing Guides
Meridian 1 and CallPilot Server Configuration Guide (NN44200-302)
T1/SMDI and CallPilot Server Configuration Guide (NN44200-303)

Communication Server 1000 System and CallPilot Server Configuration
Guide (NN44200-312)

Unified Messaging Software Installation
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Reference documents

Desktop Messaging and My CallPilot Installation and Administration
Guide (NN44200-305)

Administration
Administrator Guide (NN44200-601)
Software Administration and Maintenance Guide (NN44200-600)
Meridian Mail to CallPilot Migration Utility Guide (NN44200-502)
Application Builder Guide (NN44200-102)
Reporter Guide (NN44200-603)
Maintenance
Troubleshooting Reference Guide (NN44200-700)
Preventative Maintenance Guide (NN44200-505)
Server Maintenance and Diagnostics
201i Server Maintenance and Diagnostics Guide (NN44200-705)
202i Server Maintenance and Diagnostics Guide (NN44200-708)
703t Server Maintenance and Diagnostics Guide (NN44200-702)
1002rp Server Maintenance and Diagnostics Guide (NN44200-701)
1005r Server Maintenance and Diagnostics Guide (NN44200-704)
1006r Server Maintenance and Diagnostics Guide (NN44200-709)
600r Server Maintenance and Diagnostics Guide (NN44200-703)

Contact Center Manager Communication Server 1000/Meridian 1 & Voice
Processing Guide (297-2183-931)

End User Information
End User Cards

Unified Messaging Quick Reference Card (NN44200-111)
Unified Messaging Wallet Card (NN44200-112)
A-Style Command Comparison Card (NN44200-113)
S-Style Command Comparison Card (NN44200-114)
Menu Interface Quick Reference Card (NN44200-115)
Alternate Command Interface Quick Reference Card (NN44200-116)
Multimedia Messaging User Guide (NN44200-106)
Speech Activated Messaging User Guide (NN44200-107)
Desktop Messaging User Guide for Microsoft Outlook (NN44200-103)
Desktop Messaging User Guide for Lotus Notes (NN44200-104)
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Overview

Desktop Messaging User Guide for Novell Groupwise (NN44200-105)
Desktop Messaging User Guide for Internet Clients (NN44200-108)
Desktop Messaging User Guide for My CallPilot (NN44200-109)
Voice Forms Transcriber User Guide (NN44200-110)
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Chapter 4: Hardware troubleshooting

In this chapter

201i server on page 15
202i server on page 18
703t server on page 20
1002rp server on page 28
1005r server on page 40
1006r server on page 49

600r server on page 60

201i server

System troubleshooting

Trouble Action

The system emits beep The state of the PC chip set is associated with beep codes.

codes. Some codes indicate relatively harmless failure situations that
allow you to start up the Avaya CallPilot® server, even though
the system is not fully functional unless you solve the trouble.
Some beep codes indicate catastrophic failures that cannot be
easily resolved at the customer site. For example, the series of
beep codes 1-3-3-1 indicates a defective or missing memory
DIMM. Contact your next level of support.

Note:

The 201i server emits one pulse beep at startup. This is a
normal beep and does not indicate a system failure.

Avaya CallPilot® Troubleshooting Reference Guide December 2010
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Hardware troubleshooting

Trouble Action

The HEX display is not on The system can be in a catastrophic failure state.
at startup. » The power supplies have malfunctioned.
» The 8051 system controller failed.

The 8051 system controller and the HEX display work together
and perform a quick system hardware test before the operating
system starts up.

Refer to the 201i Server Maintenance and Diagnostics
document (NN44200-705) for information on interpreting the
HEX display.

The red light on the back The onboard DSP field programmable gate array (FPGA) is not

of the 201i board is on. loading properly. Sometimes the system boots to the operating
system, but Avaya CallPilot does not function. Contact your next
level of support.

The DSP card socket light The DSPs failed to load. Sometimes the system boots to the
is on, but no DSP card is operating system, but CallPilot does not function. Contact your

plugged in. next level of support.

The server does not fit or

seat properly into the 0 Important:

shelf. Do not force the 201i server into the shelf.

Ensure that you set the proper physical spacing on the back
of the server. The Option 11 and Meridian 1* cabinets have
two different card-spacing options. Use a Phillips screwdriver
to adjust the bracket on the back of the 201i server (the
backplane card edge connector). Refer to the 201i Server
Hardware Installation guide (NN44200-301).

The green HEX display Verify that the monitor is properly connected to the power supply
indicates that the system and to the CallPilot server. Ensure that the monitor is not
works properly and you defective.

hear the hard drive spin, If the system still does not display information on screen, then
but no information is Contact your next level of support.

displayed on screen.

SCSI peripheral troubleshooting

Trouble Action

The system does not start
from the CD-ROM.

Note:
The 201i server does not support this feature at this time.

The system displays error Ensure that the most recent version of the CD-ROM SCSI driver
messages while the is installed on your system.
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Ethernet cable troubleshooting

Trouble Action
operating system is Newer CD-ROM drives are very fast, and the cables that
installed from the CD- connect them to the server can be too long. The faster the SCSI
ROM. CD-ROM runs, the shorter the cable must be. The newest

CallPilot SCSI drive driver is a de-stroked driver, which forces
the SCSI drive to run more slowly and reliably with longer SCSI
cables supplied by Avaya. If you get random installation errors
during the loading of the operating system, then the SCSI driver
installed on your system is not the most recent.

The CD-ROM drive is not Because the SCSI cable can be plugged and unplugged from
shown in the operating the faceplate of the 201i server, the cable connector pins can

system. Errors occur get bent or pushed in.

during CD-ROM or tape  Inspect the connector of the SCSI cable and ensure that all the

operation. connector pins are straight and level. Ensure that the cable is
properly and fully plugged in and latched to the 201i server
faceplate.

When installing a new CD-ROM or external tape drive, you need
to reboot the system before it recognizes the new hardware.

Ethernet cable troubleshooting

Trouble Action

The Ethernet link LEDs When an Ethernet cable is properly connected at both ends, the
are not on. link LED associated with the Ethernet connector must be on at
both ends of the Ethernet cable even when the operating
system is not running.
The 201i faceplate has a row of four green LEDs labeled E, C,
I, and S:

* The left most LED (E) is associated with the ELAN link.
» The second LED (C) is associated with the CLAN link.
*» The other two LEDs indicate the IDE (I) and SCSI (S) activity.

Note:

The link LEDs blink to indicate network activity. If the Ethernet
link LEDs are not on, check the Ethernet cabling.

The CallPilot Avaya The 201i server uses two auto-negotiating Ethernet network
server subnet does not interface cards (NIC). When the NICs are connected to a
work when the serveris  10/100Base-T port, they try automatically to negotiate transfer
connected to a large rates at the higher speed. The large Meridian 1 systems have
Meridian 1 system. filtered backplanes that generate loss on all signals, except on
the signals routed to the bottom four pins (the ELAN subnet
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Hardware troubleshooting

Trouble Action

pins). As a result, the server can go into a loop or appear
unresponsive on the Avaya server subnet.

Use an unfiltered Ring/Tip cable supplied by Avaya.
or

Remove the filter block on the back of the Meridian 1 newer
systems and connect the switch directly to the 201i server I/
O cable.

& Caution:

Dangerous voltage levels can be present in the back of the
Meridian 1 switch. Use the proper cable, as indicated in the
201i Server Hardware Installation Guide (NN44200-301).

202i server

System troubleshooting

Trouble Action

The system emits beep  The state of the PC chip set is associated with beep codes.

codes. Some codes indicate relatively harmless failure situations that
allow you to start up the CallPilot server, even though the system
is not fully functional unless you solve the trouble.
Some beep codes indicate catastrophic failures that cannot be
easily resolved at the customer site. For example, the series of
beep codes 1-3-3-1 indicates a defective or missing memory
DIMM. Contact your next level of support.

Note:
The 202i server emits one pulse beep at startup. This is a
normal beep and does not indicate a system failure.

The HEX display is noton The system can be in a catastrophic failure state.

at startup. » The power supplies have malfunctioned.

» The 8051 system controller failed.

The 8051 system controller and the HEX display work together
and perform a quick system hardware test before the operating
system starts up.
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Ethernet cable troubleshooting

Trouble

Action

Refer to the 202i Server Maintenance and Diagnostics
document (NN44200-708) for information on interpreting the

HEX display.

The green HEX display  Verify that the monitor is properly connected to the power supply
indicates that the system and to the CallPilot server. Ensure that the monitor is not

works properly and you  defective.

hear the hard drive spin, If the system still does not display information on screen, then
but no information is contact your next level of support.

displayed on screen.

Ethernet cable troubleshooting

Trouble

Action

The Ethernet link LEDs are not on.

When an Ethernet cable is properly
connected at both ends, the link LED
associated with the Ethernet connector must
be on at both ends of the Ethernet cable even
when the operating system is not running.
The two 202i faceplate RJ45 network
connections are located vertically on the
faceplate.

* The upper network connection is
associated with the ELAN link. The upper
LED of the connection indicates ELAN link
activity. The lower LED of the connection
indicates a 100Mb presence. If the
connecting network be 10Mb, the lower
LED will not illuminate but the link activity
will function if network activity exists.

The lower network connection is
associated wither the CLAN link. The
upper LED of the connection indicates
CLAN link activity. The lower LED of the
connection indicates a 100Mb presence. If
the connecting network be 10Mb, the lower
LED will not illuminate but the link activity
will function if network activity exists.

If the Ethernet link LEDs are not on, check
the Ethernet cabling.
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Hardware troubleshooting

Trouble Action
Note:
The link LEDs blink to indicate network
activity.

The CallPilot Avaya server subnet does not The 202i server uses two auto-negotiating

work when the server is connected to a large Ethernet network interface cards (NIC).

Meridian 1 system. When the NICs are connected to a
10/100Base-T port, they try automatically to
negotiate transfer rates at the higher speed.
The large Meridian 1 systems have filtered
backplanes that generate loss on all signals,
except on the signals routed to the bottom
four pins (the ELAN subnet pins). As a result,
the server can go into a loop or appear
unresponsive on the Avaya server subnet.

Use an unfiltered Ring/Tip cable supplied
by Avaya.

or

Remove the filter block on the back of the
Meridian 1 newer systems and connect the
switch directly to the 202i server 1/O cable.

A Caution:

Dangerous voltage levels can be present
in the back of the Meridian 1 switch. Use
the proper cable, as indicated in the 202i
Server Hardware Installation Guide guide.

703t server

Server LEDs

The LEDs indicate the state of your server and can help you troubleshoot startup problems.
The following tables provide useful information on the external and internal LEDs.
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External LEDs

External LEDs

Description Information
MPB96 DS30 link LEDs ~ When these LEDs are on, all three DS30 connections are
(three green LEDs working properly and the cables are connected correctly. If one
located on the card or more LEDs is off, one of the following conditions is present:

bracket and visible from

the back of the server) » One or more connections to the switch is interrupted. Check

each of the three branches of the DS30 cable for faults, or
replace the cable.

« An MGate card in the switch is defective.

Blue LED at the back of  This LED is currently not used. The blue LED comes on only for
the server a moment at server startup.

NIC LEDs Each network interface card (NIC) has two LEDs:
* The upper LED shows that the network cable is connected.

* The lower LED blinks to indicate data transfer.

Internal LEDs

Description Information

MPB96 board LEDs The three red LEDs at the top of the MPB96 board are visible
through the grill at the back of the server.

» The PCI FPGA Done LED (the closest to the card I/O bracket)
comes on at startup and turns off immediately. This indicates
that the board works properly and was detected correctly by
the system. If this LED stays on after the startup, the card is
defective and must be replaced.

» The DSP FPGA Done LED comes on at startup and stays on
until the CallPilot drivers are loaded and the diagnostic screen
is displayed. If the LED stays on after the operating system
has started and the CallPilot diagnostic screen has appeared,
then the MPB96 board is defective or the DSP and NTBus
drivers do not function properly.

» The CTbus FPGA Done LED (the farthest from the card 1/O
bracket) works in tandem with the DSP FPGA Done LED and
turns on and off at the same time.
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Description Information

RAID controller LEDs The RAID controller has one red LED and eight small LEDs at
the back. When the card works properly, the red LED comes
briefly on at startup indicating that the card was accessed for
detection. At the same time, all eight LEDs at the back of the
card come on, and then half of them turn off and stay off. Four
lit LEDs at the back of the card indicate that the card works
properly. If all eight LEDs stay on after startup, the card was not
detected or is defective.

BMC beep codes

The main board used in the 703t server includes a baseboard management controller (BMC)
that provides monitoring, alerting, and logging of critical system information obtained from
sensors embedded on the board.

The BMC generates beep codes when it detects failure conditions. Each digit in the code
represents a sequence of beeps.

Beep code Reason

1 Front panel CMOS clear initiated

1-5-1-1 Fault resilient booting failure (processor failure)

1-5-2-1 No processor installed or empty processor socket 1

1-5-2-3 Processor configuration error (for example, mismatched voltage
identifications and empty processor socket 1

1-5-2-4 Front-side bus select configuration error (for example, mismatched
BSELs)

1-5-4-2 Power fault: dc power unexpectedly lost

1-5-4-3 Chipset control failure

1-5-4-4 Power control failure

System troubleshooting

Trouble Action

The system does not boot Verify that the power cord is properly plugged in the power
and appears dead. The outlet.
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System troubleshooting

Trouble

Action

system does not emit any Check if other equipment plugged in the same power outlet

beeps. The fans do not
turn.

The system does not
start, but emits beeps.

The system beeps and
displays information on
the screen, but the
operating system does
not start up.

The system starts the
operating system, but still
beeps.

works.

Note:

If the fans are turning, but the system emits no beeps, verify
that:

* The monitor is turned on.

» The power cord to the board (processor and main) is plugged
in correctly.

Identify the type of beeps that your system emitted: system
board beeps or RAID beeps.

* The system board beeps are usually short; their pattern is
identified in the 703t Server Maintenance and Diagnostics
guide (NN44200-702). The system board beeps are usually
not associated with information displayed on the screen. If the
system does not display information on the screen but emits
board beeps, then a main board condition is present.

* The RAID beeps are high-pitched and long. The RAID beeps
emitted by the system during startup are associated with
messages indicating that a system is in a critical state.

Check the status LED at the front for a blinking or steady amber
light, which indicates that:

* A critical temperature or voltage fault has occurred.
» The CPU was not installed or is not functioning.

Check the beep codes provided in the 703t Server Maintenance
and Diagnostics guide to identify the failure, and then replace
the defective component or remedy the fault.

This is a typical RAID beep. One of the following condition is
present:

« One cable or both cables from the hard drives is disconnected
or improperly connected.

* One or both drives is faulty.

In special situations, this symptom indicates that the NVRAM
contents and the drive configuration were lost. The data is still
there, but the system beeps and shows that both drives are
faulty. Perform a data recovery by configuring the drives as
indicated in the 703t Server Maintenance and Diagnostics
guide, without initializing the logical drives.

This symptom typically indicates a RAID trouble: one of the hard
drives is in critical condition. Rebuild the drive as soon as you
get to the operating system; refer to the 703t Server
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Trouble Action

Maintenance and Diagnostics guide. If the drive rebuilding does
not work, then the drive is defective and must be replaced.

The system does not boot This symptom can indicate a multimedia card failure or a

to CallPilot. software failure.
Check for multimedia card errors on the diagnostic screen that
appears immediately after the system boots. If the multimedia
card functions properly, then investigate the software area;
check the Event Viewer for information on software failures.

The system starts, but This is a critical message that appears when the ELAN or CLAN
displays the following cable is not plugged in.

error message: PXE-E61 Ensure thatthe ELAN and CLAN cables are properly plugged in.
Media failure; please

check cable

The system starts up and, This is not a critical error message.

immediately after the In CallPilot 3.0, this trouble has been fixed by upgrading the
video information string BIOS.

displays an error For previous CallPilot releases, ensure that the Ethernet
message such as the controllers are enabled in the BIOS. The error message can
following: PCI vendor ID  appear, for example, when one of the Ethernet controllers is
does not match the disabled in the BIOS.

Device ID.

The system board This is a Management Controller failure. This failure is serious
displays an error and occurs because a board in the system was replaced, but
message in red and does the server was not shut down and unplugged.

not start up. You must unplug the power cord when swapping boards to

avoid causing server damage. When the error message
appears, shut down the server, unplug the power cord, wait for a
minute, and then plug the cord back in. If this action does not
remedy the trouble, call Avaya support.

SCSI troubleshooting

Trouble Action

The system does notscan The SCSI controller is disabled in the BIOS.

the Adaptec SCSI Open the BIOS and enable the Adaptec SCSI controller.
controller BIOS startup.

No information on the

SCSI controller is

displayed during startup.

The tape drive is detected The SCSI controller is configured as a RAID system.
during startup, but not in
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RAID troubleshooting

Trouble

Action

the operating system. As
aresult, no backup can be
performed.

Press Ctrl+A at startup to open the SCSI main menu and
proceed as follows, depending on your CallPilot release:

« CallPilot 3.0 and up (new systems): ensure that the HostRAID
option is set to Disabled in the SCSI settings.

« CallPilot 2.x: ensure that the HostRAID setting is set to Enable
HostRAID.

RAID troubleshooting

Trouble

Action

The system boots and
generates beeps.

The system does not
detect the RAID card.

The system detects the
RAID card, does not boot,
and attempts to boot from
the network.

One or more logical drives is in critical mode (one of the drives is
in FAIL condition).

Rebuild the drives. If the drive rebuilding is unsuccessful,
replace the drives.

The RAID card can be defective. Check the LEDs on the back
of the card. If more than four LEDs are on, the RAID card is
defective or the incorrect RAID firmware is used. Refer to either
the 703t, 1002rp, 1005r or 600r Server Maintenance and
Diagnostics guide for valid RAID firmware.

* Ensure the RAID card is seated in the slot and the cables are
connected to the disk drives.

* Replace the RAID card.

The logical hard drive that has the booting partition is offline or
both physical drives on the booting logical drive are faulty.

* Press Ctrl+M at startup to open the MegaRAID BIOS
Configuration utility.

* Recreate the RAID pack without initialization.
* Restart the server.

If the drives were offline, this action restores their functionality.
If this solution does not remedy the trouble, replace the
defective drives.

Note:

If you brought the hard drives offline deliberately or
performed a RAID splitting operation, then you must not
recreate the RAID pack without initialization.
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Trouble Action
The system does not When you replace a defective drive, the new drive must be
rebuild a new drive larger than the original drive. In this case, the system rebuilds
installed to replace a the new drive.
faulty drive. However, if the new drive is smaller than the original drive, it

must not be smaller by more than 1 GB. If the new drive is
smaller than the original drive by less than 1 Gbyte, the GBWay
setting in the Adapter properties is disabled. Enable the GBWay
setting and start a new RAID configuration. Because starting a
new RAID configuration erases the existing data, back up the
system before proceeding.

The system does not rebuild a drive if an incorrect combination
of operating system utility and RAID firmware is used on your
system. Refer to either the 703t, 1002rp, 1005r or 600r Server
Maintenance and Diagnostics guide for valid RAID firmware.

Note:

Non-supported combinations of operating system utility and
RAID firmware can corrupt your system and prevent drives
from rebuilding.

The system does not The Automatic rebuild feature is disabled in the BIOS on the
rebuild the drive 703t platform. Initiate the rebuilding process manually in the
automatically after you Windows MegaRAID utility.

replaced a faulty drive.

Windows and CallPilot hardware troubleshooting

Trouble symptom Action

The system beeps, but This is a RAID card beep indicating that one of the drives does
seems to be running not function properly. Do not shut down the system.

properly and taking calls. Open the MegaRAID Client (CallPilot 2.x) or Power Console
Plus (CallPilot 3.x) utility, and check which drive is marked as
Dead.

* Rebuild the drive marked as Dead.

If the rebuild is unsuccessful, ensure that the other drive is
working, then shut down the system and replace the drive
marked as Dead.

The system displays a Check the release of the MPB96 board. The blue screen
blue screen with the appears if the MPB96 board release is 5 or earlier, and the
following message: version of the system BIOS is other that P07, build 64
Hardware Malfunction, (NTRH40AA only).
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Windows and CallPilot hardware troubleshooting

Trouble symptom Action
please contact your H/W  If the MPB96 board release is 6 or later, the system BIOS
vendor. release is irrelevant (NTRH40AA only).
The system does not take Update the MPB96 board to release 6 or later to solve this
calls. trouble (NTRH40AA only).

All DSP diagnostics fail at  Shut down the server and open the lid. Turn on the server and

system startup. check if the PCI LED on the MPB96 board is still on after startup.
If the LED is still on, then shut down the server, reseat the board,
and then turn on the server again.

« If the LED is still on, the board is defective and must be
replaced.

* Ifthe LED goes on and then off, but the DSP and CTbus FPGA
LEDs are still on after the system booted completely to the
operating system, then check the HAL and ensure that all its
components are working properly. If the HAL components
function properly, then at least one of the ctbus.mcs or
dsp.mcs files is corrupted. Replace these files and reboot the
system. If the PCI LED still stays on, then the MPB96 board
is defective and must be replaced.

The system starts up, but Shut down the server and open the lid. Turn on the server and
attempts to boot to the check the RAID controller LEDs. If more than four LEDs stay on
operating system from the after the startup, then the problem is related to the RAID
network. controller.

» Shut down the system.
* Reseat the RAID controller.
* Reboot the system.

If these actions do not resolve the trouble, then the RAID card
is defective and must be replaced.

The system ELAN or Enable the NIC controllers in the BIOS.
CLAN are not working,

even though they are

detected and displayed in

the operating system

control panel.

The system displays an ~ There is an older version of the RAID controller firmware.

error message after Upgrade the RAID firmware to a currently support version.
CallPilot languages have Refer to either the 703t, 1002rp, 1005r, 1006r, or 600r Server
been installed. Maintenance and Diagnostics guide for valid RAID firmware.

The HAL does not detect The MPB96 board is not installed in the correct slot.
the MPB96 board. All the

DSPs report failures in the

diagnostic window.
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Trouble symptom Action

* Refer to the 703t Server Hardware Installation guide for the
correct number of the slot in which the MPB96 board must be
installed.

» Shut down the system.

* Install the MPB96 board in the proper slot.

The system does not « Check if the system is detected correctly in the HAL; that is,

detect the MPB96 board if the platform information file matches your system

after CallPilot has been information.

migrated from an earlier

platform. » If the platform information and the system information do not
match, then load the correct platform information file into the
registry.

The system detects the = The MPB96 board is configured incorrectly from the clocking

MPB96 board only point of view.

partially, and Contact your Avaya support representative for assistance.

Configuration Wizard
does not run.

The system detects the ~ The cache.bin file in the D:\nortel\hardware\dsp\c52\ folder is
MPB96 board, but does  corrupted.

not load correctly the DSP Rerun the Configuration Wizard to reflash the DSPs.
information at startup.

1002rp server

The LEDs indicate the state of your server and can help you troubleshoot startup problems.
The following tables provide useful information on the external and internal LEDs.

External LEDs

Description Information
Fan fault Two LEDs at the front of the server indicating the status of the
fans
Disk activity Six LEDs at the front of the server indicating the status of the
disk drives
Pwr spply Indicates the status of the power supply
Fan Indicates that the fan functions normally
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Internal LEDs

Description Information
Power on Indicates that the server is on
Over temp The temperature inside the server is above the safety threshold.

Fault

MPB96 DS30 link LEDs
(three green LEDs
located on the card
bracket and visible from
the back of the server)

Network interface card
(NIC) LEDs

This LED indicates that both fans are faulty.

Comes on when the Pwr Spply, Over temp or Fan fault LED
come on.

When these LEDs are on, all three DS30 connections are
working properly and the cables are connected correctly. If one
or more LEDs is off, one of the following conditions is present:

» One or more connections to the switch is interrupted. Check
each of the three branches of the DS30 cable for faults, or
replace the cable.

« An MGate card in the switch is defective.

Each NIC has two LEDs:
* The upper LED shows that the network cable is connected.

* The lower LED blinks to indicate data transfer.

Internal LEDs

Description

Information

MPB16-4 board LED

MPB96 board LEDs

The five LEDs at the top of the MPB16-4 board are visible
through the grill at the back of the server.

* The four DSP Power On LEDs come on when the CallPilot
drivers are loaded, right before the diagnostic screen starts.
If these LEDs are not on after the system has booted to the
operating system and the diagnostic screen has started, then
one of the following conditions can be present:

- The board is faulty and must be replaced.

- The CallPilot DSP and the NTBus drivers do not function
properly.

- The DSP card to which the LED belongs is faulty.

» The PCI FPGA Done LED (the farthest from the card bracket)
comes on briefly at startup. If this LED stays on after system
startup, then the MPB16-4 card is faulty and must be
replaced.

The three red LEDs at the top of the MPB96 board are visible
through the grill at the back of the server.
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Description Information

» The PCI FPGA Done LED (the closest to the card 1/0 bracket)
comes on at startup and turns off immediately. This indicates
that the board works properly and was detected correctly by
the system. If this LED stays on after the startup, the card is
defective and must be replaced.

* The DSP FPGA Done LED comes on at startup and stays on
until the CallPilot drivers are loaded and the diagnostic screen
is displayed. If the LED stays on after the operating system
has started and the CallPilot diagnostic screen has appeared,
then the MPB96 board is defective or the DSP and NTBus
drivers do not function properly.

» The CTbus FPGA Done LED (the farthest from the card 1/0
bracket) works in tandem with the DSP FPGA Done LED and
turns on and off at the same time.

RAID controller LEDs The RAID card has one red LED and eight small LEDs on the
back. When the card works properly, the red LED comes briefly
on at startup; this indicates that the card was accessed for
detection. At the same time, all eight LEDs at the back come
on, and then half of them turn off and stay off. Four LEDs lit at
the back of the card indicate that the card works properly. If all
eight LEDs stay on after startup and boot, the card was not
detected or is defective.

BIOS beep codes

During the power-on self test (POST) routines performed each time that the system is powered
on, various errors can occur.

Error type Description
Non-fatal error In most cases, these error allow the system to continue the
bootup process. Error messages normally appear on the
screen.
Fatal error These errors do not allow the system to continue the bootup
process.

The following table describes the errors communicated by beeps.

Beep Message Description
count

1 Refresh Failure The memory refresh circuitry of the processor board
is faulty.
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Beep
count

Message

Description

Parity error

Base 64KB Memory
Failure

Timer Not Operational

Processor Error

8042 - Gate A20 Failure

Processor Exception
Interrupt Error

Display Memory Read/
Write Error

ROM Checksum Error

A parity error was detected in the base memory (the
first block of 64 kbytes of the system).

A memory failure occurred in the first 64 KB of
memory.

A memory failure occurred in the first 64 KB of
memory, or Timer #1 on the processor board failed to
function properly

The CPU on the processor board generated an error.

The keyboard controller (8042) contains the Gate A20
switch, which allows the CPU to operate in protected
mode. This error message means that the BIOS is not
able to switch the CPU in the protected mode.

The CPU on the processor board generated an
exception interrupt.

The system video adapter is missing, or its memory is
faulty.

* Note:
This error is not fatal.

The ROM checksum value does not match the value
encoded in the BIOS.

System troubleshooting

Trouble symptom

Action

The system appears

dead.

* The server does not

boot.

* The server emits no
beeps.

* The fans do not turn.

» Check if the power cord is properly plugged in the power

outlet. If the system is a direct current (dc) version, the power

cables can be reversed; ensure that the polarity of the cables

is correct.

» Ensure that the breaker corresponding to the cable is in the

ON position.

» Ensure that the correct type of cable is used, depending on

the type of power supply (ac or dc).

» Check if other equipment plugged in the same power outlet

works.
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Trouble symptom

Action

The system does not
start, but emits beeps. No
information is displayed
on screen.

The system displays
information on screen,
emits long beeps
separated by pauses, but
does not boot to the
operating system.

Note:

If the fans are turning, but the system emits no beeps, check if
the monitor is turned on.

Check if the two LEDs on the power supplies (at the back of the
server) are on or red.

« If the LEDs are not on, check the power supply fuse.

« If the LEDs are on and red, one or both power supplies is not
plugged in or plugged in incorrectly, or the connection pins on
the power supplies are bent or missing.

Identify the type of beeps that your system emitted.

* The system board beeps are usually short; their pattern is
identified in the 1002rp Server Maintenance and Diagnostics
guide (NN44200-300). The system board beeps are usually
not associated with information displayed on screen.

The RAID beeps emitted by the system at startup are
associated with messages indicating that the systemis in a
critical state. The RAID beeps are high-pitched and long.
Press Ctrl+M at startup to open the MegaRAID BIOS
Configuration utility and check for a faulty or disconnected
drive. The system also emits RAID beeps when a RAID
splitting procedure is performed. However, these beeps do
not indicate a fault condition.

A continuous high-pitched beep indicates a chassis condition
and is usually associated with a LED lit on the front of the
chassis (power supply, fan, or over temperature).

If the power supply is the cause of the beep, look at the back of
the server and identify the defective power supply (the LED is
red or off). The power supply can be plugged in incorrectly.
Unplug the power cord, check the pins, and plug the cord back
in. If the condition persists, replace the power supply.

If a fan is defective, replace it. You can hot-swap the fans.
The over temperature condition appears when both fans are
faulty.

* Sets of 1 through 11 intermittent beeps indicate faults
associated with the following hardware.

These are typical RAID beeps. If the system does not boot, one
of the following conditions can be present:

* One cable or both cables from the hard drives are
disconnected or improperly connected.

* One or both drives are faulty.

In special situations, the NVRAM contents and drive
configuration were lost. The data is still there, but the system
beeps and shows that both drives are faulty. Perform a data
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Trouble symptom Action

recovery by configuring the drives as indicated in the 1002rp
Server Maintenance and Diagnostics guide, without initializing
the logical drives. Open the Ctrl+M utility at startup, and ensure
that the RAID setup matches the settings indicated in the
1002rp Server Maintenance and Diagnostics guide.

The system boots to the
operating system and 0 Important:
beeps intermittently. Do not reboot your system!
This symptom typically indicates a RAID problem: one of the
hard drives is in critical condition. Rebuild the drives as soon
as your system boots to the operating system. If the drive
rebuilding does not work, then the drive is defective and must
be replaced.
Use the Ctrl+M or MegaRAID utility to remedy the trouble as
indicated in the 1002rp Server Maintenance and Diagnostics
guide. Do not disable the alarm. You can silence the alarm in
the utility instead.

The system display The system BIOS is configured incorrectly. The setting "Chipset
information on the screen, \Allow card to trap INT19" is set to Yes. Reboot, open the BIOS
but does not boot to the  and set the setting "Chipset\Allow card to trap INT19" to No.
operating system. The Ensure that all the BIOS settings are as indicated in the 1002rp
startup routine stops after Server Maintenance and Diagnostics guide.

the RAID status is

displayed; the cursor

blinks on the screen.

The system displays One of the following conditions affects the system:

information on screen, but

does not boot to the

operating system and

does not detect the RAID « The PCI bridge that drives the first four PCI slots on which the

controller card. RAID card resides is defective, or the bridge pins are
disconnected or short-circuited.

Replace the RAID card. Refer to either the 703t or 1002rp
Server Maintenance and Diagnostics guide for valid RAID
configurations.

If this action does not remedy the trouble, move the RAID card
into the next set of four PCI slots and reboot the system.

* The RAID controller is defective—more than four LEDs at the
back of the card are on.

« If the system boots correctly, consider replacing the PCI
backplane because it is only partially functional.

« If the system does not boot correctly, replace the PCI
backplane.

Note:

Each set of four slots is controlled by a different PCI bridge.
When you move the RAID card to the next set of four PCI
slots, you try to determine if the PCI bridge that controls the
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Trouble symptom

Action

The system boots, but the
keyboard or the mouse or
both are not functional.

The system does not boot
to CallPilot.

The RAID controller card
displays SCSI IDs from 0
to 6 for the hard drives,
although they are
configured on different
channels.

The RAID controller
displays the drives on the
second section as being
on channel 1 (the
established channels are
1 and 2).

The Ethernet controllers
are enabled and detected,
but the ping command
fails when used to check
network resources.

The software feature key
adapter (dongle) is
installed properly, but
CallPilot cannot detect it.

set of four PCI slots in which the card was initially installed is
defective.

The Y cable is connected incorrectly or is not the cable that
Avaya shipped with the system. The Y cable can also be
plugged in improperly.

This symptom can indicate a multimedia card failure or a
software failure.

Check for multimedia card errors on the diagnostic screen that
appears immediately after the system is rebooted. If the
multimedia card functions properly, then investigate the
software area; check the Event Viewer for information on
software failures.

The jumpers of the SCSI drive backplane are installed. Remove
the jumpers. The displayed SCSI IDs must be from 0 to 2 on
both channels.

The SCSI cables that connect the RAID controller card and the
SCSil drive backplane are inverted. Power down the system and
reconnect the cables so that they match the channels as
indicated in the 1002rp Server Maintenance and Diagnostics
guide. The RAID controller performs channel roaming without
losing data.

* Open a DOS command prompt window.
* Type ipconfig /all.

The ipconfig command displays the MAC addresses. If the MAC
addresses are missing or have the same value, then they are
not programmed. Return the SBC card to the factory.

» Ensure that the software feature key adapter is plugged into
the parallel port. The DS30 connector on the adjacent
MPB16-4 board is similar to the parallel port and can be
confused with it.

* Ensure that all the flat cables inside the server have the red
stripe towards the end of the chassis. Reinstall any cable
whose red stripe is not in this position.

» Check the parallel port settings in the BIOS. No IRQ must be
assigned to the parallel port.

If you performed all the preceding tasks and CallPilot still does
not detect your software feature key adapter, return the board
to the factory.
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SCSI troubleshooting

Trouble

Action

The system BIOS does
not scan the Adaptec
SCSI controller at startup
(no SCSI controller is
referenced).

The tape drive driver is
loaded but is not detected
and does not work.

The SCSI controller is disabled in the system BIOS.
Open the system BIOS at startup and enable the SCSI
controller.

The cause of this trouble can be one of the following:
* The tape drive is disconnected.

* The SCSI controller is disabled in the BIOS.

* The tape drive SCSI ID is setto 7

RAID troubleshooting

Trouble

Action

The system boots but
emits beeps.

The system does not
detect the RAID card.

The system detects the
RAID card but does not
boot and attempts to boot
from the network.

The system does not
rebuild a new drive
installed to replace a
faulty drive.

One or more logical drives are in critical mode (one of the drives
is in FAIL condition). Rebuild the drives. If the drive rebuilding
is unsuccessful, replace the drive.

The RAID card can be defective. Check the LEDs on the back
of the card. If more than four LEDs are lit, the RAID card or the
PCI backplane is faulty.

The logical hard drive that has the booting partition is offline or
both physical drives on the booting logical drive are faulty.

* Press Ctrl+M at startup to open the configuration utility.
* Recreate the RAID pack without initialization.
* Restart the server.

If the drives were just offline, this action restores their
functionality. If this solution does not remedy the trouble, replace
the defective drives.

When you replace a defective drive, the new drive must be
larger than the original drive. In this case, the system rebuilds
the new drive.

Avaya CallPilot® Troubleshooting Reference Guide

December 2010

35



Hardware troubleshooting

36

Trouble Action

However, if the new drive is smaller than the original drive, it
must not be smaller by more than 1 Gbyte. If the new drive is
smaller than the original drive by less than 1 Gbyte, the GBWay
setting in the Adapter properties is disabled. Enable the GBWay
setting and start a new RAID configuration. Since starting a new
RAID configuration erases the existing data, back up the system
before proceeding.

The system does not rebuild a drive if an incorrect combination
of operating system utility and RAID firmware is used on your
system. Refer to either the 703t or 1002rp Server Maintenance
and Diagnostics guide for valid RAID configurations.

Note:

Non-supported combinations of operating system utility and
RAID firmware can corrupt your system and prevent drives
from rebuilding.

The system does not The 1 Gbyte setting in the RAID Adapter properties is disabled.
rebuild a new drive (a little  Enable the 1 Gbyte setting and start a new RAID configuration.
smaller than the original = Because starting a new RAID configuration erases the existing
drive) installed to replace data, back up the system before proceeding.

a faulty drive.

The system does not The system rebuilds a drive only if a change in the drive status is
rebuild the drive made (after a SCSI scan). You must access the drive to initiate a
automatically after you SCSI scan. The system does not start rebuilding the drive
replaced a faulty drive. unless you access the drive. Initiate a drive rebuild manually

using the MegaRAID utility.

" Note:

If a drive is defective, the RAID utility determines the drive condition and marks the drive
as FAIL. Hot-swap the drive with a good one and then rebuild the drive. If you suspect
that a drive is faulty, simply remove it and replace it with a good drive.

' Note:

New 1002rp systems do not automatically rebuild a drive that replaced a faulty drive
marked as FAIL. You must rebuild the drive manually.

' Note:

On older 1002rp systems, the Autorebuild option is enabled by default in the RAID
firmware. Check this option and disable it before proceeding with RAID operations.
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MPB16-4 board troubleshooting

Trouble

Action

The CallPilot Diagnostics
tool reports that all or
some of the DSPs have
failed.

CallPilot starts up, but
voice services are not
available.

CallPilot works, but the
voice quality is low—T1/
SMDI configurations only.

CallPilot works, but no
voice services are
available—T1/SMDI
configurations only.

The Configuration Wizard
fails programming the
DSPs.

The system does not read
some MPCS8 cards,
displays DSP errors or
hangs at login.

Ensure that the release of your board is 05 or later.
If you have more than one MPB16-4 board in the server, ensure
that the SCBus cable is present and properly connected.

You have more than one MPB16-4 board on your system.
Ensure that the DS30X cable is connected to the correct
MPB16-4 board.

 Ensure that the release of the MPB16-4 board(s) is 05 or later.

* Ensure that the SCBus cable is not defective.

Ensure that the PEC of your MPB16-4 board(s) is NTRH20BA.

Note:

The T1/SMDI systems do not work with CallPilot systems
equipped with NTRH20AB MPB16-4 boards.

 Ensure that the latest CallPilot PEPs are installed on your
system.

 Ensure that no utility (such as Dspmon) that can access the
DSPs is running. The Nbhalnda utility (in the CallPilot tools)
cannot program DSPs accessed by more than one
application.

» Check the MPCS8 cards and replace the defective ones.

» Check the MPCS8 socket pins on the carrier board and ensure
that they are not bent.

» Ensure that the MPC8 cards are plugged in properly. Do not
force the MPC8 cards backwards in the slots.

Windows and CallPilot hardware troubleshooting

Trouble

Action

The system beeps but
otherwise seems to be

This is a RAID card beep indicating that one of the drives does
not function properly. Do not shut down the system.
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Trouble Action
running properly and « Open the MegaRAID utility and check which drive is marked
taking calls. as Dead.

* Rebuild the drive marked as Dead.

« Ifthe drive rebuild is not successful, ensure that the other drive
is functioning correctly.

» Power down the system and replace the drive marked as
Dead.

Voice services from the « Ensure that the MGate card PEC is NTRB18CA or later.
Meridian 1 switch are not
available after an « Ensure that the version of the MPB16-4 board is 05 or later.

upgrade.

The system stops taking The DS30 part of the system is affected. Replace the MGate
calls after a powerful card to which the MPB16-4 board is connected.
lightning storm.

The system plays voice Ensure that your system has the latest version of the Ctbus.mcs

prompts but does not file. This file is located in the D:\nortel\hardware\board\m96\
record messages (T1/ folder.

SMDI configurations

only).

The system is affected by Ensure that the MPB16-4 board is release 5 or later
the following symptoms:  (NTRH40AA only).

frame slips, crackling Ensure that the cable used for the T1 connection is supplied by
voice, fax dots, and Avaya and is not a category 4 or 5 cable.
alarms (T1/SMDI Ensure that the SCBus or CTBus cable is not defective.

configurations only).

All DSP diagnostics fail at Ensure that the MPB16-4 boards are release 5 or later.

system startup. Ensure that the PCI backplane does not have Intel PCI bridge
chips.
Shut down the server and open the lid. Power up the server and
check if the PCI LED on the MPB16-4 board is still on after
startup. If the LED still stays on, shut down the server and
replace the board.
If the PCI LED comes on at system startup and then turns off,
but the other four green LEDs are still off after the system booted
to the operating system, check the HAL and ensure that all its
components are working properly. If the HAL components are
working properly, one or more MPC8 cards can be defective.
Replace the defective MPC8 cards.
If your system has two MPB16-4 boards and both have the
same symptoms, ensure that the correct driver is installed.
If only one MPB16-4 board seems to be defective, swap the
boards. If the presumed defective board works after the
swapping, then the PCI backplane is defective and you must
replace it. If the presumed defective board does not work, then
you must replace it.
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Trouble Action

All the DSPs and DS30  The switch and the CallPilot system do not have the same
links are reported as "All  ground connection. Ensure that both systems are plugged into
busy", but the monitor the same power outlet and connected to a single-point ground
shows that the resources reference.

are only partially busy

(Option 11 Meridian 1

configurations only).

The system starts up but The RAID packs are either not configured or degraded. The
attempts to boot to the RAID system is not operational. Proceed as follows:

operating system fromthe Power down the system, plug the RAID card into the next set

network. of four PCI slots and then turn on the system. If the system
boots correctly to the operating system, then the PCI
backplane is defective and you must replace it.

* Power down the system, open the server lid and turn on the
system. If more than four lights remain on, the RAID controller
is faulty. Power down the system, reseat the controller card,
and turn on the system. If this action does not remedy the
trouble, then the RAID controller card is defective and you
must replace it.

The system ELAN or Enable the NIC controllers in the BIOS, and ensure that the
CLAN are not working, BIOS settings are correct.

even though they are Open a DOS command prompt window and type ipconfig /all.
detected and displayed in The ipconfig command displays the MAC addresses. If the MAC
the operating system addresses are missing or are the same, the MAC addresses are
control panel. not programmed. Return the SBC card to the factory.

The hard drives have Provide the serial number to Avaya support to check if your drive
intermittent problems and is still covered by the warranty. The serial number provides the
media errors. history of the hard drive.

Open the RAID utility and check the status of each drive by
looking at the logical level and physical level. Ensure that no
media or surface errors are present.

Open the Checkdisk utility in the operating system and run it to
detect other type of hard drive errors.

Ensure that the firmware version of the RAID controller is valid.
Refer to either the 703t or 1002rp Server Maintenance and
Diagnostics guide for valid RAID configurations.
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1005r server

The 1005r server is based on an Intel Langley Irwindale server platform with advanced self-
troubleshooting mechanisms. You can troubleshoot errors by observing multiple areas:

* Visual — front or rear panel LEDs
* Audio or Sound — beeps or increased fan noise pitch
« Software — remotely using network intelligent modules (SNMP and/or event logs).

If the system is powered on, you can access error reporting using the CallPilot image CD/
DVD SEL viewer tool (if the system does not boot into Windows). This tool reports all hardware
events and saves them as a text file on a USB media.

Server LEDs

The LEDs indicate the state of your server and can help you troubleshoot startup problems.
The following tables provide useful information about the external and internal LEDs.

Front panel LEDs

LED Functional Description

CRT A critical system fault is an error or event that has a fatal system impact.
The system cannot continue to operate.

MJR A major system fault is an error or event that has a discernible impact
on system operation. The system can continue to operate but with
reduced performance or features.

MNR A minor system fault is an error or event that has little impact on system
operation. The system continues to operate.

PWR A power supply fault indicates that one of the power supplies is not
providing power. The MJR LED is also lit.
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External LEDs

Description Information

MPB96 DS30 link LEDs When these LEDs are on, all three DS30 connections are working
(three green LEDs properly and the cables are connected correctly. If one or more
located on the card LEDs are off, one of the following conditions is present:

bracket and visible from

the back of the server) * One or more connections to the switch are interrupted. Check

each of the three branches of the DS30 cable for faults, or
replace the cable.

* An MGate card in the switch is defective.

NIC LEDs Each network interface card (NIC) has two LEDs:
* The upper LED shows that the network cable is connected.

* The lower LED blinks to indicate data transfer.

Power supply LEDs Each power supply has its own LED:
* OFF = system or power supply is off or faulty
* Red/Amber = power supply is faulty or cable is disconnected

» Green = power supply is working correctly and powered on

Internal LEDs

Description Information

MPB96 board LEDs The three red LEDs at the top of the MPB96 board are visible
through the grill at the back of the server.

» The PCI FPGA Done LED (the closest to the card 1/O bracket)
comes on at startup and turns off immediately. This indicates
that the board works properly and was detected correctly by the
system. If this LED stays on after the startup, the card is
defective and must be replaced.

» The DSP FPGA Done LED comes on at startup and stays on
until the CallPilot drivers are loaded and the diagnostic screen
appears. If the LED stays on after the operating system starts
and the CallPilot diagnostic screen appears, then the MPB96
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board is defective or the DSP and NTBus drivers do not function
properly.
* The CTbus FPGA Done LED (the farthest from the card I/O

bracket) works in tandem with the DSP FPGA Done LED and
turns on and off at the same time.

POST beep codes

If an error occurs before video initialization, the POST emits beep codes that indicate errors
in hardware, software, or firmware.

A beep code is a series of separate tones, each equal in length. Record the beep code
sequence before calling Avaya technical support.

Beep count Description

1,2,0r3 A Memory error occurred. Reseat the memory or replace the DIMMs
with known good modules.

4—-70r9-11 A fatal error occurred and indicates a possible serious system
problem. Remove all the add-in cards and restart the system. If the
error still occurs, contact Avaya support. If the beep codes are not
generated after you remove the add-in cards, insert the cards one
at a time, booting the system between each card addition, until the
beeps again occur to reveal the malfunctioning card.

8 A problem with the onboard video card occurred indicating a fault on
the server board.

BIOS error messages

42

When a recoverable error occurs during the POST, the BIOS displays an error message
describing the problem.

BIOS error messages appear on the video monitor. Refer to the following table for a description
of the messages.

Error message Description

GA20 Error An error occurred with Gate A20 when switching to protected
mode during the memory test.
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Pri Master HDD Error
Pri Slave HDD Error
Sec Master HDD Error
Sec Slave HDD Error

ATAPI Incompatible Drive
* Pri Master Drive

* Pri Slave Drive

» Sec Master Drive

» Sec Slave Drive

A: Drive Error
CMOS Battery Low
CMOS Display Type Wron

CMOS Checksum Bad

CMOS Settings Wrong

CMOS Date/Time Not Set

DMA Error

FDC Failure

HDC Failure
Checking NVRAM....

Update OK!
Updated Failed
Keyboard Error

KB/Interface Error

Memory Size Decreased

Memory Size Increased

The system could not read the sector from the corresponding
drive.

The corresponding drive is not an ATAPI (Advanced
Technology Attachment Packet Interface) device. Run Setup
to make sure the device is selected correctly.

No response from the disk drive.
The battery is losing power. Replace the battery soon.

The display type is different from that stored in CMOS. Check
Setup to make sure the type is correct.

The CMOS checksum is incorrect. CMOS memory can be
corrupted. Run Setup to reset the values.

The CMOS values are not the same as the last boot. Either
these values are corrupted or the battery failed.

The time or date values stored in CMOS are invalid. Run
Setup to set the correct values.

An error occurred during the read/write test of the DMA
(Direct Memory Access) controller.

An FDC Failure error occurred while trying to access the
diskette drive controller.

An error occurred trying to access the hard disk controller.

The NVRAM (Non-Volatile Random Access Memory) is
being checked to see if it is valid.

The NVRAM is invalid and has been updated.
The NVRAM is invalid and cannot be updated.

An error occurred in the keyboard connection. Make sure the
keyboard is connected properly.

The keyboard interface test failed.

The memory size has decreased since the last boot. If you
have not removed any memory, then the memory may be
faulty.

The memory size has increased since the last boot. If you
have not added any memory, there is a problem with the
system.
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Memory Size Changed

No Boot Device Available

Off Board Parity Error

On Board Parity Error

Parity Error

NVRAM / CMOS /
PASSWORD cleared by
Jumper

<CTRL_N> Pressed

The memory size has changed since the last boot. If you did
not add or remove any memory, then the memory may be
faulty.

The system did not find a device to boot from.

A parity error occurred on an offboard card. This error is
followed by the card address.

A parity error occurred in onboard memory. This error is
followed by the card address.

A parity error occurred in onboard memory at an unknown
address.

NVRAM, CMOS, and passwords have been cleared. Power
the system down and remove the jumper.

The CMOS isignored and NVRAM is cleared. You must enter
Setup.

System troubleshooting

Trouble symptom

Action

The system boots, the fans turn at high
speed but do not return to normal speed. The

system is extremely noisy.

Two possible causes are:

* One or more fans are faulty and you need
to replace the fan module. For instructions,
see the 1005r Server Maintenance and
Diagnostics Guide (NN44200-704).

* An IMM module is faulty or incorrectly
programmed. Reflash the system board F/
W with Avaya-approved BMC and FRU/
SDR and try again.

If neither of the above actions resolves the
problem, replace the server (as the IMM
board is a non-FRU item).

The system boots and beeps, but there is no
video. (In some cases a red LED appears on
the front cover).

The system boots but ared CRT LED and an
amber PWR LED appears.

The system boots but PCI errors appear or
fill the screen.

Refer to the error and beep codes or contact
Avaya at http://www.avaya.com/support.

One power supply is faulty, or the AC cable
is unplugged (or faulty).

Ensure the PCI riser assembly is plugged in
correctly, aligned, and firmly pressed into the
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The system boots, but a blue screen
appears.

The system boots, but does not detect the
RAID card.

The system (with only one MPB96 card)
boots, but stops with a PCI error.

The system boots, but does not report that
one power supply is disconnected or that the
cable is unplugged. The front panel LEDs do
not display in multiple colors.

During an upgrade, the upgrade wizard
states that the processor configuration is
incorrect.

The system starts to boot but two red lines
appear at the bottom of the screen and the
message cannot be read.

slot. You must complete the reseating with
the server out of the rack and on a solid
surface. Ensure the power cable is plugged
in.

Ensure the PCl riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the reseating with
the server out of the rack and on a solid
surface.

Ensure the PCI riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the reseating with
the server out of the rack and on a solid
surface.

The MPB96 card is not plugged in to the top
full-sized slot (slot FS1; FS=full sized).

The system does not have the correct Avaya
customized FRU/SDR firmware, or the
firmware was loaded while these
components were disconnected.

Ensure all of the power supplies are plugged
in and connected to the AC and the system
is fully configured. Run the system board
firmware and BIOS upgrade using the
CallPilot image CD/DVD. Ensure the BIOS
settings are verified after this procedure.

Ensure the BIOS settings are correct
(including the hyper-threading setting) and
that both processors are working properly.

The server recovered from a system error
(processor internal IERR error). To clear the
resulting error message from the log,
perform the following steps:

1. Reboot the system.

2. Press F2 so that the system boots into the
BIOS.

3. Set Re-test to Enabled in the BIOS under
Advanced Processor Configuration >
Processor.

4. Exit BIOS and power down.

5. Disconnect both power cords for about 1
minute to allow the complete reset of the
firmware module.

6. Re-connect the power cords.

7. Power on the system.

8. Boot into service.
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During startup, a message indicates that the
System Event Log is full and the log must be
cleared.

After startup, the Intel Server Manager
reports that one of the processors is
disabled. This causes the system processes
to slow down.

This is an unusual situation and appears only
if the server was booted many times. View
the log before clearing it. See the 1005r
Hardware Maintenance and Diagnostics
guide NN44200-704 for viewing and clearing
the System Event Log.

1. Power down the server.

2. Disconnect the power cord and wait 2
minutes.

3. Connect the power cord.

4. Power up the server.

SCSI and tape drive troubleshooting

Trouble

Action

The SLR external tape drive was hot plugged
but does not appear in the device manager.

The tape drive is plugged in correctly, but the
system experiences errors. (The drive
cannot be re-tensioned or go offline
randomly).

Select a device within the Windows device
manager and then select Action > Rescan.
The drive should be detected. If not, ensure
the correct driver is installed.

If this does not resolve the problem, ensure
the external drive is powered up and not
faulty.

Observe the LED codes on the tape drive for
errors pertaining to the tape drive only.

The tape drive may have been plugged into
the RAID external SCSI adaptor instead of
the SCSI adaptor. Plug the tape into the
correct connector at the back of the server.
For instructions, see the 1005r Server
Hardware Installation Guide
(NN44200-308).

RAID troubleshooting

46

Trouble

Action

The system boots but does not detect the
RAID card.

Ensure the PCI riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the reseating with
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The system boots and detects the RAID card
but does not boot into Windows.

The system boots but one of the drive LEDs
on the front panel is amber.

A drive fails and the replacement does not
rebuild.

The system is not rebuilding a drive or it
returns an error after the rebuild is initiated.

After a failed upgrade, both drives are
brought offline to return to a previous
CallPilot release, but the system displays a
blue screen.

the server out of the rack and on a solid
surface.

Check if any, or all, of the drives are offline.
Re-create or repair the RAID packs.

The RAID is split, or one of the drives is faulty
or offline. Replace or rebuild the drive.

No action is required if this is due to a
voluntary RAID split.

The RAID card settings are incorrect. The
coercion algorithm is not set to 1 GB.

0 Important:

You must complete a full system rebuild to
re-configure the RAID cards to the correct
coercion algorithm.

The hard drive is faulty. Check the driver
version or the power console version.

Do not use the power console to bring both
drives offline. Use the Ctrl+M utility.

If you disable both hard drives while in
Windows, the system crashes.

Dongle troubleshooting

Trouble

Action

The dongle is plugged into the USB slot and
is detected in the device manager but
CallPilot does not recognize it.

The dongle is plugged into USB slot 0 but is
not visible in the device manager. CallPilot
also does not detect it.

Ensure the dongle is in USB slot 0, and not
in slot 1 or 2.

The dongle holder is not plugged in correctly,
or it is defective. Replace it and keep the
button.

Also, ensure the button is not installed
backward. For installation instructions, see
the 1005r Server Hardware Installation
Guide (NN44200-308).
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Windows and CallPilot hardware troubleshooting

Trouble

Action

The system beeps, but
seems to be running properly
and taking calls.

The system displays a blue
screen with the following
message: Hardware
Malfunction, please contact
your H/W vendor. The
system does not take calls.

All DSP diagnostics fail at
system startup.

The system starts up, but
attempts to boot to the
operating system from the
network.

The system ELAN or CLAN
is not working, even though
they are detected and
displayed in the operating
system control panel.

This is a RAID card beep indicating that one of the drives
does not function properly. Do not shut down the system.
Open the Power Console Plus (CallPilot 3.x) utility, and check
which drive is marked as Dead.

Rebuild the drive marked as Dead.

If the rebuild is unsuccessful, ensure that the other drive is
working, and then shut down the system and replace the
drive marked as Dead.

Ensure the MPB96 board is release 5 or later (NTRH40AA
only).

Shut down the server and open the lid. Turn on the server
and check if the PCI LED on the MPB96 board is still on after
startup. Ifthe LED is still on, then shut down the server, reseat
the board, and then turn on the server again.

« If the LED is still on, the board is defective and must be
replaced.

« If the LED goes on and then off, but the DSP and CTbus
FPGA LEDs are still on after the system boots completely
to the operating system, then check the HAL and ensure
that all its components are working properly. If the HAL
components function properly, then at least one of the
ctbus.mcs or dsp.mcs files is corrupted. Replace these files
and reboot the system. If the PCI LED still stays on, then
the MPB96 board is defective and must be replaced.

The RAID card was not detected due to improper seating
during PCIl assembly. Remove the system from the rack and
place it on a table. Reseat the PCI assembly by securely
pushing it into place. Ensure the slots and studs at the back
are properly aligned.

Enable the NIC controllers in the BIOS.
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The system displays an error There is an older version of the RAID controller firmware.

message after CallPilot Upgrade the RAID firmware to a currently supported version.

languages are installed. For information about valid RAID firmware, see the 1005r
Server Maintenance and Diagnostics guide.

The HAL does not detect the By looking at the LEDs, ensure the MPB96 is not faulty. See
MPB96 board. All the DSPs MPB96 board LEDs on page.

report failures in the

diagnostic window.

The system does not detect . Check if the system is detected correctly in the HAL; that

the MPB96 board after is, if the platform information file matches your system
CallPilot is migrated from an  jhformation.

earlier platform.
« If the platform information and the system information do

not match, then load the correct platform information file
into the registry.

The system detects the The MPB96 board is configured incorrectly from the clocking
MPB96 board only partially, point of view.

and Configuration Wizard Contact your Avaya support representative for assistance.
does not run.

The system detects the The cache.bin file in the D:\nortel\hardware\dsp\c52\ folder
MPB96 board, but does not is corrupted.
correctly load the DSP Rerun the Configuration Wizard to reflash the DSPs.

information at startup.

1006r server

The 1006r server is based on an Intel Driskill-T/Urbanna server platform with advanced self-
troubleshooting mechanisms. You can troubleshoot errors by observing multiple areas:

* Visual — front, rear panel, and internal LEDs
* Audio or Sound — beeps or increased fan noise pitch
* Software — remotely using network intelligent modules (SNMP and/or event logs).

If the system is powered on, you can access error reporting using the System Event Log (SEL)
viewer tool from the hard drive (C:\Program Files\Intel\Selview\selview.exe). This tool reports
all Intel Server hardware events and can save events as a text file.
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Server LEDs

The LEDs indicate the state of your server and can help you troubleshoot startup problems.
The following tables provide useful information about the external and internal LEDs.

Front panel LEDs

LED Color State Functional Description
NIC1/NIC2 Activity Green On NIC link

Blink NIC activity
Power/Sleep (on Green On Legacy power-on/ACPI SO state
standby power) Blink (see  Sleep/ACPI S1 state

Note)

Off Off Power-off/ACPI S4 or S5 state

System Status (on Green On Running/normal operation

standby power)

For more detailed Blink (see  Degraded

information about Note)
System Status LEDs, ~ Amber On Critical or unrecoverable condition
see System status _ . -~
LEDs on page 51. Blink (see  Non critical condition
Note)
Off Off POST/System Stop
Disk Activity Green Random Provides an indicator for disk activity.
blink
Off Off (see No hard disk activity
Note)
System Identification Blue On Identify active via command or button.
Off Off No identification

Note:

The amber status
takes precedence
over the green
status. When the
amber LED is on or
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System status LEDs

blinking, the green
LED is off.

The power LED
sleep indication is
maintained on
standby by the
chipset. If the system
is powered down
without going
through the BIOS,
the LED state that is
in effect at the time of
power-off is restored
when the system is
powered on until the
BIOS clears it. If the
system is not
powered down
normally, it is
possible that the
Power LED is
blinking while the
system status LED is
off. This is due to a
failure or
configuration change
that prevents the
BIOS from running.

System status LEDs

Color State Criticality Description
Green Solid on OK AC power is on.
Blink Degraded System booted and ready

System degraded.
Including, but not limited to:

» Unable to use all of the installed
memory (more than one DIMM
installed)

» Correctable errors over a threshold of
10 and migrating to a spare DIMM
(memory sparing). This indicates that
the user no longer has spare DIMMs
specifying a redundancy loss condition.
The corresponding DIMM LED should
light up.

* In a mirrored configuration, when
memory mirroring takes place and
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system loses memory redundancy. This
is not covered by the second bullet
above.

* Redundancy loss such as power supply
or fan. This does not apply to non-
redundant subsystems.

* PCI Express link errors

» CPU failure/disabled: If there are two
processors and one of them fails.

* Fan alarm: fan failure. Number of
operational fans should be more than a
minimum number needed to cool the
system.

* Non critical threshold crossed
(temperature and voltage)

Amber Blink Non critical Non fatal alarm but system is likely to fail.
Including, but not limited to:

» Critical voltage threshold crossed
voltage regulator (VR) hot asserted.

* Minimum number of fans to cool the
system are not present or have failed.

* In non-sparing and non-mirroring mode
if the threshold of ten.

* Number of correctable errors is crossed
within the window

Solid on Critical, Fatal alarm: system has failed or shut
unrecoverable down.
Including, but not limited to:

* DIMM failure: when there is only one
DIMM present and it is not in a good
state.

* Run time memory uncorrectable errorin
non-redundant mode.

* |[ERR signal asserted
* Processor 1 missing

» Temperature (for example, CPU
ThermTrip, memory TempHi, critical
threshold crossed)
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External LEDs

* No power signal: power fault

* Processor configuration error (for
example, processor stepping
mismatch)

External LEDs

Description Information

Main board POST code During the system boot process, the BIOS executes a number of

LEDs platform configuration processes, each assigned to a specific
POST code number. The POST code is displayed using eight
diagnostic LEDs on the back edge of the board. The POST codes
are divided into two nibbles, an upper nibble and a lower nibble.
See the diagram in section LED error codes on page 55 for an
illustration.

MPB96 CATS5 link LEDs The CR-MPB96 faceplate contains three RJ45 connectors for the
(three LEDs located on  three DS30 interfaces:

the card bracket and
visible from the back of
the server)

* One green LED within each connector is used for DS30 cable
signal activity detection.

* One yellow LED within each connector is used to indicate
occurrences of frame slips or connection issues.

* The green LED on the MPB96 RJ45 is lit when the card is
operational and fully connected to an operational MGate card
via the CAT5 cable. If the RJ45 cable is disconnected or if there
are any connection issues, the green LED will go off and the
yellow LED will go on.

MGate LEDs There are two LEDs on the DS30 RJ45 connector: green and
yellow. If a DS30X 50 pin cable is plugged into the switch
backplane slot corresponding to the MGate card, the front RJ45
connector is disabled and both LEDs are off. When the CAT5
cable is connected to the faceplate of the CR-MGate, the green
LED is on, assuming no cable is plugged into the backplane as
described above. It is also assumed that the other end of the
CATS5 cable is connected to a fully operational MPB96. If the
MPB96 is not operational, the yellow LED is on and the green
LED is off.

If the CATS5 cable is connected to the MPB96 but not connected
to the MGates or vice versa, the yellow LED is turned on and the
green LED is off.

NIC LEDs Each network interface card (NIC) has two LEDs:
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* A solid yellow LED shows that the network cable is connected.

* A green blinking LED indicates data transfer.

Hard drive LEDs There is an activity/fault LED for each of the hard drive
connectors. The LED illuminates green for activity or amber for a
drive fault. The green activity LED is driven by the SAS/SATA
hard disk drive directly. The amber fault LED is driven by the
VSC410 management controller when a fault condition is
detected. When the drive is used in a RAID configuration, the
RAID controller has control over the fault LED and it may exhibit
different behavior.

Power supply LEDs Each power supply has its own LED:
» OFF = system or power supply is off or faulty
* Red/Amber = power supply is faulty or cable is disconnected

» Green = power supply is working correctly and powered on

Internal LEDs

Description Information
MPB96 CAT5 board The three red LEDs at the top of the MPB96 board are visible
LEDs through the grill at the back of the server.

» The PCI FPGA Done LED (the closest to the card I/O bracket)
comes on at startup and turns off immediately. This indicates
that the board works properly and was detected correctly by the
system. If this LED stays on after the startup, the card is
defective and must be replaced.

* The DSP FPGA Done LED also comes on at startup and turns
off immediately. If the LED stays on after the startup, the card
is defective and must be replaced.

* The CTBus CPLD Done LED (the farthest from the card I/O
bracket) also comes on at startup and turns off immediately. If
the LED stays on after the startup, the card is defective and
must be replaced.

Fan LEDs Each of the six hot swappable fans has an LED at the top,
embedded in the green handle. Solid or blinking amber LED
indicates that either the fan is faulty or the FRU/SDR firmware is
not up to date, the fan is not inserted properly, or the connector is
faulty. A lit LED on any of the fans is always associated with high
speed fan activity.
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Memory LEDs Each memory module has a corresponding fault LED located and
labeled on the main board in close proximity to the corresponding
memory slot. A lit LED indicates a faulty or improperly seated
memory module.

POST error codes

Power on self test (POST) codes can be classified as either visual (LED), audio, or screen. If
an error occurs before video initialization, the POST emits beep codes that indicate errors in
hardware, software, or firmware. For more information about LED error codes, see LED error
codes on page 55. For more information about screen LED error messages, see BIOS
(screen displayed) error messages on page 56.

A beep code is a series of separate tones, each equal in length. Record the beep code
sequence before calling Avaya technical support.

Beep count Description

3 A Memory error occurred. System halted because a fatal error
relating to the memory was detected. Reseat the memory or replace
the DIMMs with functional modules.

1-5-2-1 No CPUs installed or first CPU socket is empty.
1-5-4-2 Power fault. DC power was unexpectedly lost (power good dropout).
1-5-4-4 Power control fault (power good assertion timeout).

LED error codes

During the system boot process, the BIOS executes a number of platform configuration
processes, each assigned to a specific POST code number. The POST code is displayed using
eight diagnostic LEDs on the back edge of the board. The POST codes are divided into two
nibbles, an upper nibble and a lower nibble. The upper nibble is represented by LEDs 4, 5, 6,
and 7. The lower nibble bits are represented by LEDs 0, 1, 2, and 3. If the bit is set, the LED
is lit. If the bit is clear, the LED is off.

For more information about other LED error messages, refer to Front panel LEDs on page 50 or
External LEDs on page 53.
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BIOS (screen displayed) error messages

When a recoverable error occurs during the POST, the BIOS displays an error message
describing the problem.

BIOS error messages appear on the video monitor and will also be logged in the Error Manager
menu in BIOS. The menu will also display the severity and the instance.

For a detailed definition of error codes, contact Avaya technical support at http://
www.avaya.com/support.

System Event Logs (SEL)

System event logs are the repository for all system hardware events, including POST error
codes. The SEL can be accessed via the SEL View Utility within the CallPilot image. Contact
Avaya support for more information about how to read SEL and retrieve the log data.

System troubleshooting

Trouble symptom Action

The system boots, the fans turn at high Two possible causes are:
speed but do not return to normal speed. The

. . * One or more fans are faulty and you need
system is extremely noisy.

to replace the fan module. For instructions,
see the 1006r Server Maintenance and
Diagnostics Guide (NN44200-709).

* The BMC or FRU/SDR firmware is not up
to date or is corrupt. Re-flash the system
board F/W with Avaya-approved BMC and
FRU/SDR and try again.

» The server cover is not secured properly.
Replace the cover.

» The switch on top of the PCl riser card is
faulty or broken. Replace the PCl riser
card.

If none of the above actions resolves the
problem, replace the server.
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RDX and tape drive troubleshooting

The system boots and beeps, but there is no
video. (In most cases the front panel LEDs
will indicate a hardware fault condition.

The system boots but PCI errors appear or
fill the screen.

The system boots, but a blue screen
appears.

The system boots, but does not detect the
RAID controller.

The system boots, but does not report that
one power supply is disconnected or that the
cable is unplugged. The front panel LEDs do
not display in multiple colors.

During startup, a message indicates that the
System Event Log is full and the log must be
cleared.

Refer to the error and beep codes or contact
Avaya at http://www.avaya.com/support.

Ensure the PCl riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the re-seating with
the server out of the rack and on a solid
surface. Ensure the power cable is not
plugged in during this task.

Ensure the PCI riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the re-seating with
the server out of the rack and on a solid
surface. Ensure the power cable is not
plugged in during this task. Also, ensure your
CAT5 MPB96 card has the latest firmware
(release 3.0 or later).

Ensure the RAID dongle and RAID mini
DIMM are plugged in properly and the RAID
controller is enabled in BIOS.

The system does not have the correct Avaya
customized FRU/SDR firmware, or the
firmware was loaded while these
components were disconnected.

Ensure all of the power supplies are plugged
in and connected to the AC and the system
is fully configured. Run the system board
firmware and BIOS upgrade. Ensure the
BIOS settings are verified after this
procedure.

This is an unusual situation and appears only
if the server was booted many times. View
the log before clearing it. See the 1006r
Hardware Maintenance and Diagnostics
guide NN44200-709 for viewing and clearing
the System Event Log.

RDX and tape drive troubleshooting

Trouble

Action

The USB external RDX or SLR external tape
drive (with USB to SCSI adapter) was hot

Select a device within the Windows device
manager and then select Action > Rescan.
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plugged but does not appear in the device  The drive should be detected. If not, ensure
manager. the correct driver is installed.
If this does not resolve the problem, ensure
the external drive is powered up and not
faulty.
Observe the LED codes on the tape drive for
errors pertaining to the tape drive only.

RAID troubleshooting

Trouble Action

The system boots but does not detect the Ensure the RAID dongle and RAID mini
RAID controller. DIMM are plugged in properly and the RAID
controller is enabled in BIOS.
You must complete the re-seating with the
server out of the rack and on a solid surface.

The system boots and detects the RAID Check if any, or all, of the drives are offline.
controller but does not boot into Windows.  Recreate or repair the RAID packs.

The system boots but one of the drive LEDs The RAID is split, or one of the drives is faulty
on the front panel is amber. or offline. Replace or rebuild the drive.
No action is required if this is due to a
voluntary RAID split.

A drive fails and the replacement does not  The RAID controller settings are incorrect or

rebuild. the size of the hard drive that is about to be
rebuilt is well beyond the capacity of what the
coercion algorithm can handle (typically
300-500 MB in size difference).

0 Important:

You must complete a full system rebuild to
re-configure the RAID controller to the
correct Coercion Algorithm, in case the
setting is wrong.

The system is not rebuilding a drive or it The hard drive is faulty or much larger in size

returns an error after the rebuild is initiated. than what the Coercion Algorithm can
handle.

After a failed upgrade, both drives are Do not use the power console to bring both

brought offline to return to a previous drives offline. Use the Ctrl+G utility.

CallPilot release, but the system displays a  If you disable both hard drives while in

blue screen. Windows, the system crashes.
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Dongle troubleshooting

Trouble Action

The dongle is plugged in and is detected in  Ensure the dongle is in the top right USB slot
the device manager but CallPilot does not  at the back of the server.
recognize it.

The dongle is plugged into the correct USB  The dongle holder is not plugged in correctly,
slot but is not visible in the device manager. or it is defective. Replace it and keep the
CallPilot also does not detect it. button.
Also, ensure the button is not installed
backward. For installation instructions, see
the 1006r Server Hardware Installation
Guide (NN44200-320).

Windows and CallPilot hardware troubleshooting

Trouble Action

The system beeps, but This is a RAID controller beep indicating that one of the drives
seems to be running properly does not function properly. Do not shut down the system.
and taking calls. Open the RAID Web Console, and check which drive is

marked as Offline.

Rebuild the drive marked as Offline.

If the rebuild is unsuccessful, ensure that the other drive is
working, and then shut down the system and replace the
drive marked as Offline.

The system displays a blue  Ensure the CAT5 MPB96 board is release 3.0 or has the
screen with the following latest firmware (NTRH40CAES5 only).

message: Hardware

Malfunction, please contact

your H/W vendor. The

system does not take calls.

All DSP diagnostics fail at Shut down the server and open the lid. Turn on the server

system startup. and check if the MPB96 internal LEDs are still lit after startup.
If the LEDs are still on, then shut down the server, re-seat the
board(s), and then turn on the server again.

If the LED is still on, the board is defective and must be
replaced.
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The system starts up, but The RAID controller was not detected. Check for mini DIMM
attempts to boot to the and RAID dongle connections or presence.

operating system from the

network or boots to EFI shell.

The system ELAN or CLAN  Enable the NIC controllers in the BIOS.
is not working, even though

they are detected and

displayed in the operating

system control panel.

The system detects the The MPB96 board is configured incorrectly from the clocking
MPB96 board only partially, point of view.

and Configuration Wizard Contact your Avaya support representative for assistance.
does not run.

The system detects the The cache.bin file in the D:\nortel\hardware\dsp\c52\ folder
MPB96 board, but does not is corrupted.
correctly load the DSP Rerun the Configuration Wizard to reflash the DSPs.

information at startup.

600r server

The 600r server is based on an Intel Chesnee server platform with advanced self-
troubleshooting mechanisms. You can troubleshoot errors by observing multiple areas:

* Visual — front or rear panel LEDs
* Audio or Sound — beeps or increased fan noise pitch
* Software — remotely using network intelligent modules (SNMP and/or event logs).

If the system is powered on, you can access error reporting using the CallPilot image CD/
DVD SEL viewer tool (if the system does not boot into Windows). This tool reports all hardware
events and saves them as a text file on a USB media.

Server LEDs

The LEDs indicate the state of your server and can help you troubleshoot startup problems.
The following tables provide useful information about the external and internal LEDs.
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Front panel LEDs

LED Functional Description

CRT A critical system fault is an error or event that
has a fatal system impact. The system
cannot continue to operate.

MJR A major system fault is an error or event that
has a discernible impact on system
operation. The system can continue to
operate but with reduced performance or
features.

MNR A minor system fault is an error or event that
has little impact on system operation. The
system continues to operate.

PWR A power supply fault indicates that one of the
power supplies is not providing power. The
MJR LED is also lit.

External LEDs

Description Information

MPB96 DS30 link LEDs (three green LEDs  When these LEDs are on, all three DS30

located on the card bracket and visible from connections are working properly and the

the back of the server) cables are connected correctly. If one or
more LEDs are off, one of the following
conditions is present:

* One or more connections to the switch are
interrupted. Check each of the three
branches of the DS30 cable for faults, or
replace the cable.

* An MGate card in the switch is defective.

NIC LEDs Each network interface card (NIC) has two
LEDs:
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* The upper LED shows that the network
cable is connected.

* The lower LED blinks to indicate data
transfer.

Power supply LED The power supply has its own LED:

* OFF = system or power supply is off or
faulty

* Red/Amber = power supply is faulty or
cable is disconnected

» Green = power supply is working correctly
and powered on

Internal LEDs

Description Information

MPB96 board LEDs The three red LEDs at the top of the MPB96 board are visible
through the grill at the back of the server.

» The PCI FPGA Done LED (the closest to the card I/O bracket)
comes on at startup and turns off immediately. This indicates
that the board works properly and was detected correctly by the
system. If this LED stays on after the startup, the card is
defective and must be replaced.

» The DSP FPGA Done LED comes on at startup and stays on
until the CallPilot drivers are loaded and the diagnostic screen
appears. If the LED stays on after the operating system starts
and the CallPilot diagnostic screen appears, then the MPB96
board is defective or the DSP and NTBus drivers do not function
properly.

* The CTbus FPGA Done LED (the farthest from the card 1/0
bracket) works in tandem with the DSP FPGA Done LED and
turns on and off at the same time.

POST Beep Codes

If an error occurs before video initialization, the POST emits beep codes that indicate errors
in hardware, software, or firmware.
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A beep code is a series of separate tones, each equal in length. Record the beep code
sequence before calling Avaya technical support.

Beep count

Description

1,2,0r3

4—-7o0r9-11

A Memory error occurred. Reseat the
memory or replace the DIMMs with known
good modules.

A fatal error occurred and indicates a
possible serious system problem. Remove
all the add-in cards and restart the system. If
the error still occurs, contact Avaya support.
If the beep codes are not generated after you
remove the add-in cards, insert the cards one
at a time, booting the system between each
card addition, until the beeps again occur to
reveal the malfunctioning card.

A problem with the onboard video card
occurred indicating a fault on the server
board.

BIOS error messages

When a recoverable error occurs during the POST, the BIOS displays an error message

describing the problem.

BIOS error messages appear on the video monitor. Refer to the following table for a description

of the messages.

Error message

Description

GA20 Error

Pri Master HDD Error
Pri Slave HDD Error

ATAPI Incompatible Drive
* Pri Master Drive

* Pri Slave Drive

A: Drive Error

CMOS Battery Low

An error occurred with Gate A20 when
switching to protected mode during the
memory test.

The system could not read the sector from
the corresponding drive.

The corresponding drive is not an ATAPI
(Advanced Technology Attachment Packet
Interface) device. Run Setup to make sure
the device is selected correctly.

No response from the disk drive.

The battery is losing power. Replace the
battery soon.
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CMOS Display Type Wron

CMOS Checksum Bad

CMOS Settings Wrong

CMOS Date/Time Not Set

DMA Error

FDC Failure

HDC Failure

Checking NVRAM....

Update OK!

Updated Failed

Keyboard Error

KB/Interface Error

Memory Size Decreased

Memory Size Increased

Memory Size Changed

No Boot Device Available

Off Board Parity Error

The display type is different from that stored
in CMOS. Check Setup to make sure the type
is correct.

The CMOS checksum is incorrect. CMOS
memory can be corrupted. Run Setup to
reset the values.

The CMOS values are not the same as the
last boot. Either these values are corrupted
or the battery failed.

The time or date values stored in CMOS are
invalid. Run Setup to set the correct values.

An error occurred during the read/write test
of the DMA (Direct Memory Access)
controller.

An FDC Failure error occurred while trying to
access the diskette drive controller.

An error occurred trying to access the hard
disk controller.

The NVRAM (Non-Volatile Random Access
Memory) is being checked to see if it is valid.

The NVRAM is invalid and has been
updated.

The NVRAM is invalid and cannot be
updated.

An error occurred in the keyboard
connection. Make sure the keyboard is
connected properly.

The keyboard interface test failed.

The memory size has decreased since the
last boot. If you have not removed any
memory, then the memory may be faulty.

The memory size has increased since the
last boot. If you have not added any memory,
there is a problem with the system.

The memory size has changed since the last
boot. If you did not add or remove any
memory, then the memory may be faulty.

The system did not find a device to boot from.

A parity error occurred on an offboard card.
This error is followed by the card address.
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On Board Parity Error

Parity Error

NVRAM / CMOS / PASSWORD cleared by
Jumper

<CTRL_N> Pressed

A parity error occurred in onboard memory.
This error is followed by the card address.

A parity error occurred in onboard memory at
an unknown address.

NVRAM, CMOS, and passwords have been
cleared. Power the system down and remove
the jumper.

The CMOS is ignored and NVRAM is
cleared. You must enter Setup.

System troubleshooting

Trouble symptom

Action

The system boots, the fans turn at high
speed but do not return to normal speed. The
system is extremely noisy.

The system boots and beeps, but there is no
video. (In some cases a red LED appears on
the front cover).

The system boots but ared CRT LED and an
amber PWR LED appears.

The system boots but PCI errors appear or
fill the screen.

The system boots, but a blue screen
appears.

Two possible causes are:

» One or more fans are faulty and you need
to replace the fan module. For instructions,
see the 600r Server Maintenance and
Diagnostics Guide (NN44200-703).

* Reflash the system board F/W with Avaya-
approved BMC and FRU/SDR and try
again.

If neither of the above actions resolves the
problem, replace the server.

Refer to the error and beep codes or contact
Avaya at http://www.avaya.com/support.

One power supply is faulty, or the AC cable
is unplugged (or faulty).

Ensure the PCI riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the reseating with
the server out of the rack and on a solid
surface. Ensure the power cable is plugged
in.

Ensure the PClI riser assembly is plugged in
correctly, aligned, and firmly pressed into the
slot. You must complete the reseating with
the server out of the rack and on a solid
surface.
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During an upgrade, the upgrade wizard
states that the processor configuration is
incorrect.

The system starts to boot but two red lines
appear at the bottom of the screen and the
message cannot be read.

During startup, a message indicates that the
System Event Log is full and the log must be
cleared.

Server appears to boot but cannot find the
hard drive.

Ensure the BIOS settings are correct
(including the hyper-threading setting).

The server recovered from a system error
(processor internal IERR error). To clear the
resulting error message from the log, go to
the processor menu in BIOS and set the
processor re-test to enabled.

This is an unusual situation and appears only
if the server was booted many times. View
the log before clearing it. See the 600r
Maintenance and Diagnostics guide
NN44200-703 for viewing and clearing the
System Event Log.

This is likely due to the absence of the SCSI
terminator on the back of the server. If the
tape drive is plugged in, ensure it has the
SCSI terminator installed.

SCSI and tape drive troubleshooting

66

Trouble

Action

The SLR external tape drive is plugged in but
is not recognized by the device manager.

The tape drive is plugged in correctly, but the
system experiences errors. (The drive
cannot be re-tensioned or go offline
randomly).

Select a device within the Windows device
manager and then select Action > Rescan.
The drive should be detected. If not, ensure
the correct driver is installed.

If this does not resolve the problem, ensure
the external drive is powered up and not
faulty.

Observe the LED codes on the tape drive for
errors pertaining to the tape drive only.
Ensure the SCSI tape drive has the external
SCSI terminator installed.

The tape drive may have been plugged into
the RAID external SCSI adaptor instead of
the SCSI adaptor. Plug the tape into the
correct connector at the back of the server.
For instructions, see the 600r Server
Hardware Installation Guide
(NN44200-307).
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RAID troubleshooting

Trouble Action

The system boots but does not detect the Ensure the PCl riser assembly is plugged in

RAID card. correctly, aligned, and firmly pressed into the
slot. You must complete the reseating with
the server out of the rack and on a solid
surface.

The system boots and detects the RAID card Check if any, or all, of the drives are offline.
but does not boot into Windows. Re-create or repair the RAID packs.

The system boots but one of the drive LEDs The RAID is split, or one of the drives is faulty
on the front panel is amber. or offline. Replace or rebuild the drive.
No action is required if this is due to a
voluntary RAID split.

A drive fails and the replacement does not  The RAID card settings are incorrect. The
rebuild. coercion algorithm is not set to 1 GB.

0 Important:

You must complete a full system rebuild to
reconfigure the RAID cards to the correct
coercion algorithm.

The system is not rebuilding a drive or it The hard drive is faulty. Check the driver
returns an error after the rebuild is initiated. version or the power console version.

After a failed upgrade, both drives are Do not use the power console to bring both
brought offline to return to a previous drives offline. Use the Ctrl+M utility.
CallPilot release, but the system displays a  If you disable both hard drives while in
blue screen. Windows, the system crashes.

Dongle troubleshooting

Trouble Action

The dongle is plugged into the USB slot and Ensure the dongle is in USB slot 0, and not
is detected in the device manager but in slot 1 or 2.
CallPilot does not recognize it.
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The dongle is plugged into USB slot 0 but is
not visible in the device manager. CallPilot
also does not detect it.

The dongle holder is not plugged in correctly,
or it is defective. Replace it and keep the
button.

Also, ensure the button is not installed
backward. For installation instructions, see
the 600r Server Hardware Installation Guide
(NN44200-307).

Windows and CallPilot hardware troubleshooting

Trouble

Action

The system beeps, but seems to be running
properly and taking calls.

The system displays a blue screen with the
following message: Hardware Malfunction,
please contact your H/W vendor. The system
does not take calls.

All DSP diagnostics fail at system startup.

This is a RAID card beep indicating that one
of the drives does not function properly. Do
not shut down the system.

Open the Power Console Plus (CallPilot 3.x)
utility, and check which drive is marked as
Dead.

Rebuild the drive marked as Dead.

If the rebuild is unsuccessful, ensure that the
other drive is working, and then shut down
the system and replace the drive marked as
Dead.

Ensure the MPB96 board is release 5 or later
(NTRH40AA only).

Shut down the server and open the lid. Turn
on the server and check if the PCI LED on
the MPB96 board is still on after startup. If
the LED is still on, then shut down the server,
reseat the board, and then turn on the server
again.

« If the LED is still on, the board is defective
and must be replaced.

» If the LED goes on and then off, but the
DSP and CTbus FPGA LEDs are still on
after the system boots completely to the
operating system, then check the HAL and
ensure that all its components are working
properly. If the HAL components function
properly, then at least one of the ctbus.mcs
or dsp.mcs files is corrupted. Replace
these files and reboot the system. If the PCI
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The system starts up, but attempts to boot to
the operating system from the network.

The system ELAN or CLAN is not working,
even though they are detected and displayed
in the operating system control panel.

The system displays an error message after
CallPilot languages are installed.

The HAL does not detect the MPB96 board.
All the DSPs report failures in the diagnostic
window.

The system does not detect the MPB96
board after CallPilot is migrated from an
earlier platform.

The system detects the MPB96 board only
partially, and Configuration Wizard does not
run.

The system detects the MPB96 board, but
does not correctly load the DSP information
at startup.

LED still stays on, then the MPB96 board
is defective and must be replaced.

The RAID card was not detected due to
improper seating during PCI assembly.
Remove the system from the rack and place
it on a table. Reseat the PCl assembly by
securely pushing it into place. Ensure the
slots and studs at the back are properly
aligned.

Enable the NIC controllers in the BIOS.

There is an older version of the RAID
controller firmware. Upgrade the RAID
firmware to a currently supported version.
For information about valid RAID firmware,
see the 1005r Server Maintenance and
Diagnostics guide.

By looking at the LEDs, ensure the MPB96
is not faulty. See MPB96 board LEDs on

page.

* Check if the system is detected correctly in
the HAL; that is, if the platform information
file matches your system information.

« If the platform information and the system
information do not match, then load the
correct platform information file into the
registry.

The MPB96 board is configured incorrectly
from the clocking point of view.

Contact your Avaya support representative
for assistance.

The cache.bin file in the D:\nortel\hardware
\dsp\c52\ folder is corrupted.

Rerun the Configuration Wizard to reflash
the DSPs.
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Chapter 5: Network troubleshooting

In this chapter

Check cabling on page 71

Check end-to-end connectivity on page 71

Check network adapters and driver installation on page 71

Check TCP/IP configuration on page 72
Test the TCP/IP on page 94

Check event logs on page 95

Check cabling

Ensure that the link LEDs at both ends of each Ethernet cable are on. If the link LEDs are
not on, then ensure that the crossover cables are not being used in error. Try different cables if
the link LEDs do not come on. Use proper cables rated for at least 100 Mb/s; for example,
category 5 UTP cables.

Check end-to-end connectivity

Ensure that any intermediate Ethernet switches or hubs, routers, and firewalls are properly
connected and configured.

Check network adapters and driver installation

1. Start the Windows Device Manager:
a. Click Start > Settings >Control Panel.
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b. Double-click System.
c. Click the Hardware tab.
d. Click Device Manager.

2. Expand the Network Adapters tree by clicking the plus sign (+) to the left of this
device entry.

Result: Two Ethernet adapters are displayed under Network Adapters.

3. Right-click the first network adapter, and then click Properties on the shortcut menu.

Result: The network adapter Properties dialog box appears.

4. Depending on the information displayed in the Properties dialog box of the network
adapter, proceed as follows:

a. If the device is disabled, enable it.
b. If the device is not working properly, try reinstalling the device driver.

c. If you are unabile to reinstall the device driver, a hardware problem can
affect the adapter.

5. Perform steps 3 and 4 for the second network adapter.

Check TCP/IP configuration

The TCP/IP communication works only if the TCP/IP configuration is correct. Ensure that the
subnet mask information is correct and that the default gateway address is on the same subnet.

The following procedure outlines the steps necessary for troubleshooting TCP/IP configuration
issues. Ensure that all settings, as well as the variables specific to your installation, are correct.

0 Important:

Do not use the IP addresses and names shown in the illustrations. Use the values provided
by your network administrator.

1. Click Start > Settings > Network and Dialup Connections.

Result: The Network Connections window appears.
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Check TCP/IP configuration
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2. Right-click CLAN, and then click Status on the shortcut menu.

Result:The following dialog box appears.

4L CLAN Status 7| x|

General | Support |

— Connection
Status: Connected
Cruration: 1 day 04: 27 42
Spesd: 100.0 Mbpz
Aty ﬁ]
Sent — —— Heceived
T,
Fackets: h 26 | 9.273
Disable |
Cloze

3. Click the Support tab.
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_I CLAN Status 21 x|

General Support

— Internet Protocol [TCFAR]

Addrezs Type: i anually Configured
IP &ddress: 47.11.220173
Subnet Mazk: LT ), ]
Crefault G ateway: 47 11.220.1

R epair
Cloze
4. Click Details.
Result:The following box appears.
20x)
Metwork Connection Distails:

Property | Vahe |
Phisical Address 00-10-6F-00-7A-70
IP Address 4711 220178
Subnet Mask 255 265, 255.0
Defaul Gateway 47.11.2200
DNS Servers 47104421

47.10.32.21
WiNS Server

Cloze

5. Click Close.

6. Click Repair on the network adapter status dialog box
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Result:The following dialog box appears.

Repair Connection : -;:: EI

The following steps of the repair operation Failed:
Flushing the ARP cache.

Please conkact wour network administrator or ISP,

7. Click OK (this error is normal).

8. Click the General tab of the network adapter status dialog box, and then click
Properties.

Result:The following dialog box appears.
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I CLANM Propetties ilil

Leneral | Authentication I A.d?a’nc:a:l]

Connect Lzing:

I B8 Intel 3255%-based PCI Ethemet Adapter [10/100]

Configure...

T hiz connection uses the following tems:

vl EI:ZIiE:rut for icrosoft Metworks
[1 J= hetwark Load Balancing
H File and Printer Shanng for Microsoft Metwork s
5 Intemet Protocol [TCPAR)

[nztall... | Linmnstal Froperties

Drescription

&/lows pour compuker bo access resources on a Micrazaft
hiebwork.,

[ Show icon in notification area when connected

0K | Cancel

9. Click the Internet Protocol (TCP/IP) entry to select it.
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I CLANM Propetties ilil

Leneral | Authentication I A.d?a’nc:a:l]

Connect Lzing:

I B8 Intel 3255%-based PCI Ethemet Adapter [10/100]

Configure...

T hiz connection uses the following tems:

128 Client for Microsoft Netwarks

L] H Metwark Load B alancing
H File and Printer Shanng for Microsoft Metwork s

| nternet Protocol [TCPAP

[nztall... | Linin=tal Froperties

Drescription

Tranzrizzion Control Protocolntemet Pratocol. The default
wide area network, protocol that provides communication
across diverse interconneched nehworks.

[ Show icon in notification area when connected

] Cancel

10. Click Properties.

Result:The following dialog box appears.
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Internet Protocol (TCP/IP) Properties ed B

General

‘o can get IF settings assigned automatically if yvour network suppaorts
this capability. Othemwise, wou nesd ko sk your nebwork administrakor
For the appropriate IF sekkings.

" obtain an IP address automatically
—{% 1se the Following IP address:

IF address: | 47 . 11 .220.179
Subniet mask: | 255 .255 .255. 0
Default gakeway: BT

7 obtain ONE server address automatically

—{* LUse the Following DMS ssrver addresses:

Freferred DRS server: I 47 .10 . 44 . A1
Alkernate DRS server: I 47 .10 . 32 . 21
Advanced. ..
g Zancel

11. Click Advanced.

Result:The following dialog box appears.
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Advanced TCP/IP Settings ed
IP Settings |ons | wins | Options |
—IP addresses
IF address | Subnet mask
47.11.220.179 295.295.255.0
Auchd | Edit Remove |
—Defaulk gateways:
Gakeway | Metric |
47.11.220.1 Austomatic
Add | Edit Remove |
—Iv  Aukomatic mekric
Inkerface metric; I
0l Zancel

Check TCP/IP configuration

12. Click the DNS tab. Check that the settings are correct for your private network.

13. Click the WINS tab.
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Advanced TCP/IP Settings 2| x|

IP Settings | DNS ~ WINS ]Dphms]

—WINS addresses, in order of uss:

]
G

add. .. Edit... Remove |

If LMHOSTS lookup is enabled, i applies to &l connections for which
TCPYIP is enabled.

W Enable LMHOSTS lookup Import LMHOSTS. ..

- MetBIOS selking

" Default:
Ise MetBIDS setting from the DHCP serwver, I static IP address
is used or the DHCP server doss not provide MetBIOS setting,
enable MetBIOS over TCPSIP.

{* Enable MetBIOS over TCRIP
{~ Dizable MetBIOS over TCRJIR

QK Zancel

0 Note:

WINS IP addresses must be entered for your private network.
14. Click the Options tab. Check that the settings are correct for your private network.
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P Settings | NS | wins  Optians |
Qptional sekkings:
Propetties

— Descripkion:

TCP/IF filering allovws wou to control the bype of TCP/IF network

kraffic that reaches wour Windows computer.

Ok Zancel

Check TCP/IP configuration

15. Click Properties on the Options tab to display information about TCP/IP filtering.
Check that the settings are correct for your private network.
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TCP/IP Filtering - Jied B

I Enable TCPJIF Filkering (4l adapters)

+ permit &l = permit Al % Permit Al
47 Permit Only—— = Permi Only——— 1" Permit Onky—

TP Parks UDP Ports IF Prokocols

A, Add... Add...

Remove Remove | Remoyve |
| ok I Cancel |

16. Click Cancel to close the TCP/IP filtering dialog box.
17. Click Cancel to close the Advanced TCP/IP Settings dialog box.
18. Click the Authentication tab in the CLAN Properties dialog box.

|
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I CLANM Propetties : ilil

General Authentication I Advanced ]

Select thiz option ho provade authenbcated network, access for
Ethernet network:s,

v ;I_E__nal:ule [EEE 8021 authenbcation for this networki

EAF bpe: I Smart Card or other certificate j

Froperties |

V¥ &uthenticate as computer when computer information i
available

[T &uthenticate as guest when uzer or computer information is
Lnavailable

] Cancel

19. Click the Advanced tab in the CLAN Properties dialog box.
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I CLANM Propetties ilil

Generall Authentication  Advanced I

— Internet Connechion Firewal

| Frotect my computer and network by limiting or
reventing access to this comouter from the Intemet

Learn more about [ntemet Connechon Firewasll,

i Internet Connection Sharing

[ &llow other network users to connect through this
computer's Intemet connection

Learn more about [ntemet Connechon Shanng,

Settings. .. |

] Cancel

20. Click the General tab in the CLAN Properties dialog box.
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I CLANM Propetties ilil

Leneral | Authentication I A.d?a’nc:a:l]

Connect Lzing:

I B8 Intel 3255%-based PCI Ethemet Adapter [10/100]

Configure...

T hiz connection uses the following tems:

128 Client for Microsoft Netwarks

L] H Metwark Load B alancing
H File and Printer Shanng for Microsoft Metwork s

| nternet Protocol [TCPAP

[nztall... | Linin=tal Froperties

Drescription

Tranzrizzion Control Protocolntemet Pratocol. The default
wide area network, protocol that provides communication
across diverse interconneched nehworks.

[ Show icon in notification area when connected

] Cancel

21. Click Configure.

Result: The Ethernet adapter Properties dialog box appears.
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General |.-'1'-.|:|~.fan|:eu:|| Diiver | Resources |

W‘ Intel 3255x-based PCI Ethemet Adapter [10/100]

Device pe: Metwork adapters
b anufacturer: Inkel
Location: Pl bus 0, device 5, funchon 0

Intel 8255%-based PCI Ethernet Adapter (10/100) FEOREE

2=

— Dewvice status

Thiz device iz working properiy.

ghart the troubleshooter.

[f wou are hiaving problems with this device. chick Troubleshoot to

Device uzage:

IJze thiz device [enable)

ok |

Cancel

22. Click the Advanced tab.
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General Advanced lDriver ] F%em.m&s]

The following properties are availlable for this network, adapter. Click
the property you wank to change on the left, and then select it: value
ar the right.

FProperty: Walue:

Intel 8255x-based PCI Ethernet Adapter (10/100) BESE 2x

Adaptive Link Response
Coalesce Buffers

Flow Control Settings
Large Send

Link Speed & Duplesx
Locally Administered Address
Recerve Buffers

Smart Power Down

Tranzmit Control Blocks

W02 Tp oS Packet Tagomg Disabled j

OF Cancel

Check TCP/IP configuration

The default property values in the Advanced tab differ according to the link and
Avaya CallPilot® platform used. The following tables provide the default values for

different cases.

9 Note:

Other values can work and can be acceptable under certain circumstances.

Table 2: 201i Intel 8255xER PCI adapter (CLAN and ELAN) default advanced

property values

Property

Value

Duplex AutoDetect

IPv4* Priority Tag Disabled

IPv4* VLAN Tag ID 0

Receive Buffers 16

Speed AutoDetect
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Property Value

Transmit Control 8
Blocks

Table 3: 202i Intel 8255xER PCI adapter (CLAN and ELAN) default advanced
property values

Property Value
Duplex AutoDetect
IPv4* Priority Tag Disabled
IPb4* VLAN Tag ID 0
Receive Buffers 16
Speed AutoDetect
Transmit Control 8
Blocks

Table 4: 703t Intel PRO/1000 MT network controller (CLAN) default advanced
property values

Property Value
Fast Transmit On
Completion
Flow Control Both on

Link Speed & Duplex  AutoDetect

Locally Administered  Not Present
Address

Number of Coalesce 128
Buffers

Number of Receive 256
Buffers

Number of Transmit 256
Descriptors

Offload Receive IP On
checksum

Offload Receive TSP On
checksum

Offload TCP On
Segmentation
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Property

Value

Offload Transmit IP
Checksum

On

Offload Transmit TCP  On

Checksum

Table 5: 703t Intel 8255x-based PCI Ethernet adapter (10/100) [ELAN] default
advanced property values

Property

Value

802.1p QoS Packet
Tagging

Checksum

Coalesce Buffers
Flow Control Settings
IP Security

Large Send

Link Speed & Duplex

Locally Administered
Address

Receive Buffers
Security Associations
Smart Power Down

Transmit Control
Blocks

Disabled

Enabled

8

Off
Enabled
Enabled
AutoDetect

Not Present

48
64
Enabled
16

Table 6: 1002rp Intel 8255x-based PCI Ethernet adapter (10/100) [CLAN and

ELAN] default advanced property values

Property

Value

802.1p QoS Packet
Tagging

Adaptive Link
Response

Coalesce Buffers
Flow Control Settings
Large Send

Link Speed & Duplex

Disabled

Off

8

Off
Enabled
AutoDetect
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Property Value
Locally Administered  Not Present
Address
Receive Buffers 48

Smart Power Down Disabled

Transmit Control 16
Blocks

Table 7: 1005r Intel PRO/1000 MT Dual port Ethernet adaptor - default
advanced property values

Property Value
Adaptive Inter-Frame Spacing Enabled
Enable PME OS controlled
Express Teaming Teaming disabled
Flow Control Generate and Respond
Interrupt Moderation Rate Adaptive
Jumbo Frames Disabled

Link Speed and Duplex Auto Detect
Locally Administered Address Not present
Log Link State Event Enabled
Offload Receive IP Checksum On

Offload Receive TCP Checksum On

Offload TCP Segmentation On

Offload Transmit IP Checksum On

Offload Transmit TCP Checksum On

Qos Packet Tagging Disabled
Receive Descriptors 256

Transmit Descriptors 256

Wait for Link Auto Detect
Wake on Link Settings Disabled
Wake on Settings OS Controlled
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Table 8: 1006r Intel PRO/1000 MT Dual port Ethernet adaptor - default

advanced property values

Check TCP/IP configuration

Property Value
Adaptive Inter-Frame Spacing Disabled
Enable PME Enabled

Flow Control

Rx & Tx Enabled

Gigabit Master Slave Mode

Auto Detect

Interrupt Moderation Rate Adaptive
IPv4 Checksum Offload Rx & Tx Enabled
Jumbo Packet Disabled

Link Speed and Duplex

Auto Negotiation

Locally Administered Address

Not present

Log Link State Event

Enabled

Offload TCP Segmentation

On

Priority & VLAN

Priority and VLAN Enabled

Receive Buffers

256

Receive Side Scaling

Enabled

Receive Side Scaling Queues

1 Queue

Smart Power Down

Hardware Default

TCP Checksum Offload (IPv4)

Rx & Tx Enabled

Transmit Buffers

512

UDP Checksum Offload (IPv4)

Rx & Tx Enabled

Wait for Link

Auto Detect

Wake on Link Settings

Disabled

Wake on Settings

OS Controlled

Table 9: 600r Intel PRO/1000 MT and Intel PRO/1000 CT port Ethernet adaptor -

default advanced property values

Adaptive Inter-Frame Spacing

Disabled

Enable PME

No action

Flow Control

Generate and respond

Gigabit Master Slave Mode

Hardware default
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Interrupt Moderation Rate

Hardware default

Jumbo Frames

Disabled

Link Speed and Duplex

Auto detect

Locally Administered Address

Not present

Log Link State Event Enabled
Offload Receive IP Checksum On
Offload Receive TCP Checksum On
Offload TCP Segmentation On
Offload Transmit IP Checksum On
Offload Transmit TCP Checksum On
Qos Packet Tagging Disabled
Receive Descriptors 256

Smart Power Down

Hardware default

Transmit Descriptors

256

Wake on Link Settings

Disabled

Wake on Settings

OS controlled

23. Click the Driver tab. Check that the settings are correct for your private network.

92 Avaya CallPilot® Troubleshooting Reference Guide

December 2010



Check TCP/IP configuration

Intel 8255%-based PCI Ethernet Adapter (10/100) FEOREE ed B

Generall Advanced  Diriver Iﬂm]

W‘ Intel 3255x-based PCI Ethemet Adapter [10/100]

Diriver Prosider: Microsoft

Ciriver D ake: 1051 £2002
Ciriver Yerzion: BEE1
Digital Signer: Microsoft Windows Publizher
i Diriver Details. . To wiew detads shout the driver files.

Ipdats Driver... To update the dives for this device.

: If the dewice falz after updating the driver, roll
el et A back to the previously installed driver.

Uninztall To uninstall the diver [Advanced).

Ok Cancel

24. Click the Resources tab. Check that the settings are correct for your private network.
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Intel 8255%-based PCI Ethernet Adapter (10//100) REGREE 2]x|

Generall .ﬁ.dvanceﬂ Direr HESIIIGESI

Iﬁ‘ Intel 3255x-based PCI Ethemet Adapter [10/100]

Hesource settings:

R ezounce ype | Setting |*
¥ Memory Bange  FESBDOO0 - FESBDFFF
Wl 1 /0 Range 8E90 - SEBF

W Memony Range  FE200000 - FE2FFFFF LI
Setting bazed o I j
¥ Lize automatic s=itings Change Setting,.. |
Conflicting device ik
Mo conflicts. :I
Ok Cancel

25. Perform steps 2 through 22 for the ELAN adapter.

Test the TCP/IP

1. Open a Command Prompt window.
2. Type ipconfig /all to display the network settings.

3. Use the ping command to check if other IP addresses are reachable. For example,
ping the IP address of the switch.
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&+ |Comymand Prompt

C:“\Documents and Settings™Administrator>ping 47.11.35.117

Pinging 47.11.35.117 with 32 bhytes of data:

Reply from 47.11.35.117: byt =32 time{ims TTL=128
A17: b time{ins TTL=128

& time{ims TTL=128

Reply From 47.11.35. 11.'? hyt time{ilmns TTL=128

2z for 47.11.35.117:
1t = 4, Received = 4, Lost = B (Bx loss).
nd trip times in milli-seconds:
Hininua = Brs. Maxinum = Brzs, Average = Bms

CisDocuments and SettingssAdministrator?

Note:

Do not type the IP address shown in the preceding illustration. Use the IP address
of your switch.

4. This step is required only if DNS server is used in the customer’s network solution. It
is suggested that a static DNS record created for the Avaya CallPilot CLAN interface
on the customer’s DNS server. Check that CallPilot host name could be resolved
from the client PC which is planned to be used for administering CallPilot Server.
Perform following steps:

a. Login to client PC which is planned to be used for administering CallPilot
Server.

b. Run nslookup tool through Start — Run menu.
c. Type CallPilot host name that you want to verify.

d. If static DNS record created correctly than IP address of the CallPilot
server will be displayed.

e. If you get error message or |IP address of the CallPilot Server is not
correct, please contact your network administrator and fix the issue.

Check event logs

Check the system log for problems that occur when protocols are initialized after a reboot.

To access the event logs, click Start — Programs — Administrative Tools, and double-click
Event Viewer.

Errors in the networking configuration can result in System log events shortly after the system
boots up. Look for events with values in the Source column such as E100B (the Intel Pro 100
adapter) and Tcpip. For example, if a duplicate IP address or a duplicate computer name is
present on the network, the system issues event logs and networking does not work properly.
The following illustration shows the Event Viewer window.
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H Event viewer =10l x|

File  Action  Wiew Help )
e | OHEFHAE @

[41] Event Viewer (Local) | System 3,430 evenk(s)

. Type | Date | Time | source [ category [ Event [ user [ computer s
-pi] securty Dirformation  8/6/2004 10:57:30 ... DfsSve None 14533 NjA cplab237a
) Systers @irformation 8512004 10:57:30 ... PSec Hone 4294 NjA cpisb237a
e&m &f6/2004 10:57:25 ... CTMS Server None il NiA cplab237a
QEm: afefz004 10:57:17 ... CTMS Server None 5 Nf& cplab237a
@information  8/6/2004 10:57:16 ... Startup 42804 NfA cplab237a
@ information  8/6/2004 10:56:04 ... None 0 NjA cplab237a
@lnformation  8/6/2004 10:55:42 ... None 33540 NfA cplabz37a
@information  86/2004 10:55:42 ... None 33520 NjA cplab237a
(&) Information 10:55:35 ... None NiA

F

(&) information 15533 ... None NjA

(@) Information 10:55:40 ... None 6005 NjA cplsbz3Ta

@Irfurmb‘.m 10:55:40 ... None: 6009 NjA cplab237a

@) 1nformation 10:52:57 ... Hone 6006 N/A eplab237a

@Infutmm 10:52:54 ... None 1074 Administrator  cplab237a
Error 10:46:59 ... MNone ] NjA cplabz37a

@ 1nformation 10:46:59 ... None . NiA plabzaza

@Iniurmm 10:46:58 ... None 14531  NjA cplab237a |

[ » YOPS aa. P PPy P as aamman ania s ans

c] |

Double-click an event to display the Information Properties dialog box. The following
illustrations are examples of Information Properties dialog boxes.
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Information Properties el e
Ewvent
[ ate:; +
Tirne:
Tvpe: Information  EwentlD: 5 i
L zer; FLAA,
Computer: cplabZ37a
Lrezcription:
Adapter SDEVICEN{9414AB4F-FRD7-4218-963D-20CE1E1DAR AL
Adapter Link Lp
Diata: % Bytes € Words
aooo: o0 00 04 00 02 00 58 00 B . ﬂ
aoog: 00 00 o0 OO0 05 00 04 40 R S [
aolo: o0 00 00 OO0 00 00 00 00 e - - ;I
1] 4 Cancel | Apply
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Information Properkies '_ ﬂil

Ewvent

[ ate:; 8/6/2004  Sowce: AWML TSP +
Tirne: 10:57:16 &bl Catenone Startup

Tvpe: Information  Ewent 1D: 42804 i
L zer; FLAA,
Computer: cplabZ37a

Lrezcription:

TSP haz ztarted, COM call mods! iz neffect

[iata: € Bytes © Words

aono: 52 65 6c 65 61 73 65 3d Peleasze= ﬂ
aong: 3z 36 Zc 49 73 73 75 65 f6,I=s=1ue

aolo: 3d 30 3b 62 41 4c 4f 47 =0;hALOG ;I

1] 4 Cancel | Apply

Checking the SCSI speed for RAID controllers

Check SCSI channel speed if there are issues with the hard drive. Before shutting down and
after rebooting, check the previous power up negotiated speed using Power Console Windows
Utility. If the speed shown is anything else but Maximum or 160M or if Asynchronous displays,
there is a serious issue with the SCSI chain. This could be either a bad termination, SCSI
backplane, cable or a drive is about to fail. Additionally, you should immediately check the
media errors on the same menu. The Asynchronous speed is usually accompanied by media
errors and sense error keys in the logs.

SCSI speed is negotiated when the system powers up. Warm Rebooting will not trigger a re-
negotiation.

Check the SCSI speed setting of 160M using the CTRL+M utility or ,in the case of the 1006r,
the CTRL+G utility. This will restart the system.
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To check the SCSI speed

1. Start the system and press CTRL+M when prompted during system startup. The
CTRL+M utility can take up to one minute to launch with 1L37 firmware. The system
can appear frozen. Do not reset.

2. From the Objects menu, select Adapter > Other Adapter Information.

The SCSI speed is displayed here.
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Chapter 6: Routing and remote access
troubleshooting

In this chapter

General on page 101
Modem on page 102

Routing and Remote Access on page 111

Symantec pcAnywhere on page 121

Microsoft Remote Desktop Connection (RDC) on page 125

General

Follow these general steps to connect remotely to an Avaya CallPilot® server.

1. Use dial-up networking on a Windows client PC to dial into the Avaya CallPilot server
and establish a TCP/IP connection over the dial-up modem link.

2. Start a Symantec pcAnywhere session over the established TCP/IP connection.

The remote connection functions properly only if the following components are correctly
configured:

» the modem
* the Routing and Remote Access Service (RRAS) in Windows 2003
* the pcAnywhere host
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Modem

The preliminary modem troubleshooting routine consists of ensuring that:

* The modem is functioning and ready to accept calls.

* The modem is properly connected to the COM1 serial port, or the USB port for the 1005r or
1006r.

* The modem is connected to an analog telephone line.

Recognizing that the modem is functioning

The modem is functioning and ready to accept calls if both the Carrier Sense (CS) and Terminal
Ready (TR) lamps are lit.

The CS light comes on when the modem is turned on. The TR lamp may not be lit after the
following events:

* The modem is disconnected or turned off when CallPilot is rebooted.

* The modem is turned off and on, or is disconnected and reconnected from the power
supply while in operation.

CallPilot rebooted and modem disconnected or turned off

Perform the following steps to bring the modem into service:
1. From the desktop, right-click on My Computer — Manage — Device Manager.

Result: The list of devices appears.

2. Locate the Modem in the list. If Modems are not listed, right-click on the top device
(the computer name) and select Scan for hardware changes.

Result: The screen flashes a couple of times and the list of Modems appears.

3. The TR lamp is now lit and the modem ready to accept calls.
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Modem disconnected or turned off while in operation

Modem disconnected or turned off while in operation

Perform the following steps to bring the modem into service:
1. From the desktop, right-click on My Computer — Manage — Device Manager.
Result: The list of devices appears.
2. Locate the Modem in the list.
If Modems are not listed:

Right- click on the top device (the computer name) and select Scan for
hardware changes.

Result: The screen flashes a couple of times and the list of Modems
appears.

If Modems are listed:
a. Click + to expand the list. This makes the connected modem visible.

b. Right-click on the active modem and select Disable driver.

Result: The message box Disabling this device will cause it to stop
functioning... appears

c. Click the Yes button.
d. Right-click on the active modem and select Enable.

3. The TR lamp is now lit and the modem ready to accept calls.

Troubleshooting modem configuration

The following procedure outlines the steps necessary for troubleshooting modem configuration
issues. Ensure that all settings, as well as the variables specific to your installation, are correct.

0 Important:

Do not use the exact information shown in the illustrations. Use the values provided by your
network administrator.

1. Click Start — Settings — Control Panel, and then double-click Phone and Modem
Options.

Result: The Phone and Modem Options dialog box appears.
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Phone and Modem Dptions x|

Crialing Fules | Mndemsl .&dn.rarc:ed]

ﬁl The lizt below dizplavs the locabons vou have zpecified. Select the
loc:ation from which pou are dizling.

Locations:

Location Area Code

(O} My Location

Mew. .. Edit... [Delete

0K Cancel Spply

2. Click the Modems tab.
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Phone and Modem Options

Dialing Fiules  Modems | Advanced |

E[E The following modems are netaled:

2=

Add . Bemove | Propertiez

fttached To

COM1

oK

Cancel |

Bpply

3. Click Properties.

Troubleshooting modem configuration

Result: The modem Properties dialog box appears.
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U.S. Robotics 33.6K FAX EXT PnP Properties ed B

General | |'-.-1|:u:|em| Diagnnsﬁt:s] A.dvau:ad] Diriver I

(E I1.5. Robotics 336K FAX EXT PnP

Device pe: Modems
I anufacturer: Iom
Location: on Commurecations Port [COM1 ]

— Dewvice status

Thiz device iz working properiy. :I

[f wou are hiaving problems with this device. chick Troubleshoot to
ztart the troublezhooter.

Device uzage:
Use this device [enable) j

0K | Cancel

4. Click the Modem tab. Verify settings.
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U.S. Robotics 33.6K FAX EXT PnP Properties ed B

General hodem Diagnu:usti:s] A.dvarc:ed] Dinrver I

Fort:  COM1

— Speaker walume

Off —J On

ki axirmurm Port Speed

115200 |

— Dial Control

v ‘wait for dial tone before disling

OF Cancel

5. Click the Diagnostics tab.
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U.S. Robotics 33.6K FAX EXT PnP Properties ed B

Generall Modem Diagnostics ]A.dvarc:ad] Dimrwer I

— Madern [nfarmation

Field | Wale |
Hardware 1D SERENUMA\JSROCES

Command | R ezporze |

Qe Modem
Logaing
|7|_ Record a Log Yiewlog
Ok Cancel

6. Click Query Modem.

Result: After a delay of several seconds, the system displays the response from the
modem. The following illustration indicates that the modem is working.
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U.S. Robotics 33.6K FAX EXT PnP Properties ed B

Generall Modem Diagnostics ]A.dvarc:ad] Dimrwer I

— Madern [nfarmation

Field | Wale |
Hardware 1D SERENUMA\JSROCES

Command | Rezponze -
ATAMAED Success s
AT +GMM H.324 wideo-ready rev. 1.0

AT+FCLASS=? 01,20
ATHCLS=? COMMAND NOT SUPPORTED _ILI
4

al |

Qe Modem
Logaing
|7|_ Record a Log Yiew log
OF Cancel

7. Click the Advanced tab. Verify settings.
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U.S. Robotics 33.6K FAX EXT PnP Properties ed B

Generall Mndeml Diagnostics  Advanced IDli'-.-'Er I

— Ewtra Settings

Extra initialization commards:

| nitialization commands may lead to the exposure of
zenzitive information in e modem log. Consult your
modem's instiuction manual for more details.

Change Default Preferences...

OF Cancel

8. Click the Driver tab. Verify settings.
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U.S. Robotics 33.6K FAX EXT PnP Properties ed B

Generali Mndem] Diagnnstics} Advanced  Drver

@@ I1.5. Robotics 336K FAX EXT PnP

Diriver Prosider: Microsoft

Ciriver Date: 39,2000
Diriver Werzion: H 237900
Digital Signer: Microsoft Windows Publizher

To wiew detads about the dmver files.

Llpdate Dirivver... To update the dmver for this device.

: If the dewice falz after updating the driver, roll
el et A back to the previously installed driver.

Uninztall To uninstall the diver [Advanced).

Ok Cancel

9. Click Close, and then close the Phone and Modem Options dialog box.

Routing and Remote Access

The following procedure walks you through the steps necessary for troubleshooting RRAS
issues in Windows 2003. Ensure that all settings, as well as the variables specific to your
installation (such as server names and IP addresses), are correct.

0 Important:

The illustrations show the default RRAS configuration. Under some circumstances, other
RRAS configurations can apply.

1. Start — Programs — Administrative Tools, and double-click Routing and Remote
Access.

Result: The Routing and Remote Access Window appears.
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[ £ foctng and emene Aeczis a0l
| Bl geton tes ben
(e »m|&
(i PRSI, | oueng s s
T server T =
- [ crlabzava (el Welcome to Routing and Remote Acoess
Risiting 2nd REmate BOoass DrOsBes SEOURE rEMate S0855 10
private nubuzrin.

x nwrvar, on the Action mar,

5 up Routing and Remoke Acoess
d reutieshooting, 5= Help

=

2. Clickthe plus sign (+) to the left of the server name in the left pane to expand the tree.
3. Click General under IP Routing.

Result: The system displays general information associated with IP Routing in the
right pane.

4. Click the ELAN entry to select it.

2 Routing and Remote Access ] 1|
Ele Aaction Wiew Help
e | ARXERE| D

[ =} Routing and Remote Access General

] Server Status Irkerface T | T IP Address Adrinistrative Sta... stional Status | Inceen a5
B[ plebzaza docd) BPloopback  Loopback  127.0.0.1 Up Operational 0
% E:::m Access Clients {1 E’f'lrtemal Iml . .wai.able Joknown Hon-operational
& "E'J".%Réeﬂf_':d B Dedicated  47.11.220.179 Up Operational 8,358,176
=l Static Roukes
=1 DHCP Relay Agent

£ Remate Access Poicies
(] Remate Access Logging

B | 2lal | |
i |

5. Use the slider at the bottom of the window to scroll to the right and view additional
information.
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2 Routing and Remote Access

P[] 53 |
Ble Action Wew Help
o |amXERE| 2
|} Rouking and Remate Access ﬁena'al
-~ Server Status | Operational status | Incomingbytes | Outgongbytes | Static Fikers | Basic Firewal |
E- [ plab237a (local) Operationa 0 0 Disabled Disabled
I Remote Access Clienks {1 . 3 3
% Forts _. = Disabled
-8 [P Routing e —— - .
| - By Operational 88,358,176 29,080,307 Disabled Disabled
=l Static Roukes
~E) DHCP Relay Agent
— 2 1GMP

-5 Remate Access Polcies
-] Remote Access Logging

(] — ] 1|
| |

6. Click Remote Access Policies in the left pane.

'% Routing and Remote Access ;IEIEI

File  Action Wew Help

e |EE|XEFE 2]+ +

E Routing and Remaote Access Remaote Access Polices
% Server Status = | order |
E_|:|_Ia::23?i(loncal) — onnections ko Microsoft Routing and Remote Access server
|
% Poe:;so e Access Clients | Conn e el 2

EJ 1P Rauting

E General

<) Static Routes

"B} DHCP Relay Agent
B IaMp

% Remaote Access Policies

2l | >
| | I

7. Right-click Connections to Microsoft Routing and Remote Access server, and then
click Properties on the shortcut menu.

Result: The following dialog box appears.
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Settings

| Connections to Microsoft Routing and Remote Aco

Specify the conditions that connechion reguests must match.

Pualicy conditiorn:s:
T o e

sgd. | Ede. liteoae

[f comnection requests makch the condtions zpecified in thiz policy, the
azzociated profile will be apphed to the connechion.

Edit Profile...

nless ndradual access pemissions are specified in the user profile, this
policy contrals access ko the network.

If & connechion request matches the zpecified conditions:
¢ Deny remote access pemission

" Grant remote access pemission

1] 4 Cancel Amply

8. Click Edit Profile.
Result: The Edit Dial-in Profile dialog box appears.
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Edit Dial-in Profile
Athentication I E ncryplion I Advanced
[ial-in Conztrainks I IP I b Laltilirk

u Minutes server can remain idle befors i iz disconnected | |1

Jldle-Timeoukl

[T Minutes clisnt can be connected [Session-Timeout]): |1 3:

| Allow access only on these days and at these times

Edit... |

| Allow access only to this number [Called-Station D)

i Allow access only through these media [MAS-Fort-Typel:

CIFDD
[ Taoken Ring
Cwireless - IEEE 80211

=2
|

1] Cancel |

Apply

9. Click the IP tab.
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Edit Dial-in Profile 2 x|
Athentication i E ncryplion | Advanced I
Dial-in Canstraints IP | Mutiink

— P addresz azsignment [Framed-IP-Addrezs]
= Server must supply an [P address

™ Client may request an IP address

' {5 epyer settings determine |P address azsignment
= Aszign a static [P address I O 00 o Bl

If an |P addres=z aszignment method 1= specified in the uzer profile, it
overides these sethings.

— P filters

If your remote access server i Microsoft B outing and Remote Access,
you can define the filkers to apply dumng thiz connechion.

To control the packets this inteiface receves, |riput Filkers...
click [nput Filkers. e
To control the packets this interface sends, click Dutput Filters.
Output Filkers. = s ]

1] 4 Cancel | Amply

10. Click OK to close the Edit Dial-in Profile dialog box.

11. Right-click the server name (in this example, cplab237a) in the left pane of the
Routing and Remote Access window, and then click Properties on the shortcut
menu.

Result: The server properties dialog box appears.
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cplab237a {local) Properties ed B
General | Secuiy| I | PP | Logaing|
() |l

Ll Routing and Femote Access

Enable thiz computer az &

% Local area network [LLAK ] rowting ony
70 LeN and demand dial iouting

W Flemate access server

0k Cancel Aol

12. Click the Security tab. Verify settings.
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cplab237a (local) Properties E ed B

General Security | I= ] PPP I e I

The authentication provider waldates credentiale for remote access clients

and demand-dial roukers.
Configure,.. |

Authentication provider:

windows Authentication

Authentication kethods. .

The accounting provider mainkains: a kog of connection requestz and
FETZIONS.

Accounting provider:

Windaws Accounting j LConfigure... |

The cuztom IPSec policy specifiss a pre-shared key for L2TF connections.
The Routing and Remote Access sepice should be started to zet thiz

optian.

[T &llow custom IPSec policy for L2ZTP connechion

Fre-zhared Eey:

0k Cancel Aol

13. Click the IP tab. Verify settings.
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cplab227b {local) Propetties N 2lx]

Generall Secuity [P |F'F'F" I Lnggingl

[ Enable IP routing

W Allow IP-bazed remote access and demand-dial connections

— P addrezz assignment
Thiz zerver can aszign |P addrezses by uzing:

" Dynamic Host Configuration Pratecal [DHCR)
% Static address pool

From | To | N..l IP Addresz | bd azk
132168.00 132168.09 10 132168.. 255.255.255.240

<] | 2]

Add | e | R

¥ Enable broadcast name resolution

Ize the following adapter to obtain DHCP, DMS, and "W/INS addreszes for
dial-up cligntz.

Adapter: j

Qk. Cancel | Spplp

14. Click the PPP tab. Verify settings.
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cplab237a (local) Properties E ed B

Generall Securit_l,ll P FFE ILDEEFI_III

Thiz zerver can uze the following Point-to-Foint Protocol [PPF) options.
Femote access policies determime which settings are wzed for an individual
connechion.

v Muiltilink connections
v Dwnamic bandwidth control wsing BAP or BACP

W Link contral protocal [LCP) extensions

W Software compression

0k Cancel Apply

15. Click the Logging tab. Verify settings.
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cplab237a (local) Properties x|

General] Securit_l,l] IP ] FPP  Looging

Select the event tupes you want looged
= Log erors only

¥ Log emors and wamings

" Log all events

' Do nat log any events

[ Log additional Bouting and Bemote Access information [uzed far
debugaing)

T o view the information contained in these logs. open the
EwindirfEzMtracing directon.

0k Cancel Apply

16. Click OK to close the server properties dialog box, and then close the Routing and
Remote Access window.

Symantec pcAnywhere

The Symantec pcAnywhere must be running so that the remote connection to a CallPilot server
can be established. A blue-green square with a check mark at the bottom right of the CallPilot
local console indicates that the pcAnywhere is running

By default, CallPilot has a pcAnywhere host called CallPilot Support, predefined to start
automatically every time that the system boots up. The following procedure presents the
settings of the CallPilot Support pcAnywhere host. Ensure that all the settings are correct.

0 Important:

The illustrations show the default Symantec pcAnywhere configuration. Under some
circumstances, it can be useful to define the pcAnywhere host in other ways.
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1. Click Start — Programs — Symantec pcAnywhere.

Result: The Symantec pcAnywhere window appears.

S o e Tomscns

[ Hew ot

Tk

B G Samot
seinpehass Hat
Bamce: $EFIF

2. Right-click CallPilot Support, and then click Properties on the shortcut menu.

Result: The host properties dialog box appears.

Host Properties: CallPilot Supporkt b |
Connection [nfo | Settingsi Callers] Security I]pliuns] [anfetencel Cnmmentsl F'ru:ulectlleml

_‘(;\)'. Choosze up ta bwa devices fior this connechon tem by checking the boxes to the left of the
device names.
To customize a device, chck the device name and then click Detailz.

Devize list:
[ comt Dietails.. |
[ comz
[ comM3 Dptimized for

[ CoM4 ILmhau:lmdﬁﬂ [modem connection) ﬂ
[ 5P

[ NetBIOS
[C2R TCP/AP

[ ISDM wia CAPI 20

T = =

3. Click the Settings tab. Verify settings.
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Host Properties: CallPilot Support

Connhection [nfo Setings | Callers] Secnty I]pliuns] [anfeteru:el Cnmmentsl F'ru:ulectlleml

i Hozt startup

[ Lock computer
¥ Fun minimized
[¥| Bur as & service

i~ Modem connection

Callback delayw |10 = seconds

i After an abnormal end of session:

: I? minukes for cument user bo
i | reconnect, then...

£ Wwisit far anyone
" Cancel Host

I and zecure by
) Logoff user
{7 Restart host computes
7 Loek comptes

i &fter a normal end of session:

{* ‘wiait for anyone
" Cancel Host
I and secure by:
(% Logoff user
" Restart Host computer
" Lock computer

—I | Use directony services

I = =

4. Click the Callers tab. Verify settings.
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Host Properties: CallPilot Suppork il
En:nnne:::tin:nnlnfn:-l Settings  Callers }Secui}l i]pliuns] Eutia‘awel Commentz | Protect Iteml

Authentication ype:

Im

Caller lizt:
Bl
Mame | Caltiack I
3 CallpilotDist

I (] 4 I Canecel Apply Help

5. Click the Security Options tab. Verify settings.
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Host Properties: CallPilot Support |
Connection [nfo ] Settings ] Callers  Secunty Ophons I Conference I Comments | Pratect tem I
i Connection options S esson optionz
[ Prampt to confirm connesctior: Keyboard/mouse active during session:
Timeout: 3: seconds
) ) IHos{ and Remaote ;I
[T Dizzonnest if meout : T
S : W Disconnect if inactive
[ Blark PC screen after connection Timeout. |99 3: minutes
i~ Login options Encryption
¥ Make passwords case sensitve Lewet -
ISymmetnc LI
W Limit lagin attempts per call W Dieny lower encryption level
Masimum: |3 3: W' Encrypt user 1D and password anly
Fireate kep container
¥ Lirnit tirme to complete login I LI
Timgout: |3 3: minukes Certificate common hame:
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6. Click Close, and then close the Symantec pcAnywhere window.

Microsoft Remote Desktop Connection (RDC)

The Remote Desktop Client software is installed by default on Windows XP Professional and
on Windows Server 2003. However, the version for Windows Server 2003 is slightly different
from the Windows XP version. Obtain the Windows Server 2003 version of the Remote
Desktop Connection Client from the Microsoft Web site.

Installing RDC

RDC can be installed on client PCs running Windows 95, Windows 98, Windows ME, Windows
NT 4, Windows 2000, or Windows XP using the following procedure:

1. Run the executable (msrdpcli.exe).

Result: InstallShield scans the computer to prepare installing the client. When
complete, the Welcome window appears.

2. Click Next to install.

Result: The End User License Agreement window appears.
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3. Accept the terms of the agreement and click on Next.

Result: The Customer Information screen appears.

4. Typeinyour user name, organization, and click the Anyone who Uses this Computer
button. Then click Next.

Result: The Ready to Install the Program screen appears.
5. Click Install.

Result: The Installing Remote Desktop Connection screen appears. A status bar
shows installation progress. Once the installation is complete, the Install Shield
Wizard Complete screen appears.

6. Click Finish to exit the install wizard.

Enable remote desktop feature and set policy on host

CallPilot server comes with the Remote Desktop server enabled and configured for use by
default. If necessary, remote desktop access can be enabled or disabled as follows:

1. From the CallPilot server desktop, right-click My Computer, then choose Properties,
and click on the Remote tab.

Result: The System Properties screen appears.
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2. Ensure the Allow users to connect remotely to this computer option is selected. Click

OK to close the window.

3. Open the Group Policy Snap-in to choose from the five options available for remote
control settings. Open a command prompt window by clicking Start — Run.

Result: The Open window appears.

4. Type gpedit.msc and click OK or press Enter.

Result: The Group Policy Object Editor window appears.
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5. On the left side of the window, expand Computer Configuration, Administrative
Templates, Windows Components, and then select Terminal Services.

6. Onthe right side of the window, double-click Sets Rules for Remote Control Terminal
Services User Sessions.

7. The Sets Rules for Remote Control Terminal Services User Sessions window
appears.

8. Select Enabled to load options into the box.

9. The default and recommended setting for CallPilot is Enabled with Full Control
without User's Permission selected. This setting allows for RDC sessions without
requiring interaction or consent from a local console user.

Adjust the settings as required, and click OK to close the screen.

10. Click File — Close to close the Group Policy Object Editor.

Establish a RAS connection

If the CallPilot server is not directly accessible from the Client PC through an intranet or VPN,
you must establish a Remote Access Service (RAS) connection.

1. Connect to the CallPilot server using Dial-Up Networking. Use the NGenDist or
NGenSys accounts because these accounts are enabled for dial-up access. You
will need the password for the account.
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9 Note:

The details of using Dial-up Networking vary depending on which version of
Windows Operating System is running on the Client PC. Refer to the CallPilot
NTPs, Windows Help, or other Microsoft documentation for details.

2. Right-click the connection icon in the system tray and choose Status (or just double-
click the icon).

Result: The RAS Status window appears.

Ras Dialout Status ﬂﬂ
General | Details |
—Connection
Status; Connected
Cluraticmn: 00:04:07
Speed: 96 Kbps
— A Ay
mp
Sent — ——  Received
Buyte s: 3260 1.203
Compression: B3 % 21 =
Errors: a 0
Disconnect
Close

3. To obtain the IP address, select the Details tab and read the Server IP Address.

4. Click Close on the Dial-Up Networking Status window.
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Starting the Remote Desktop Client

Private Session (preferred method)

Use this method to perform the following tasks:
* Establish a private login session remotely, not visible from the server console.
« Utilize the CallPilot Support Tools.
* Transfer files from local PC to the CallPilot server.

* Install a PEP/Service Update that interacts with the CallPilot database.

' Note:

If the local console is already logged in, it will get forcibly logged out (unsaved data will be
lost). Your actions will not be visible on the local console.

1. From the client PC, start the Remote Desktop Connection for Windows Server 2003
Client. Select Start — Programs — Remote Desktop Connection or Start —
Programs — Accessories — Communications — Remote Desktop Connection.

Result: the Remote Desktop Connection window appears.

2. Enter the IP address followed by a space and the suffix /console. The suffix sets
up a private session connected to the logical console of the CallPilot server. Click
Options.

¥ Note:

Forintranet or VPN connections, you can use the computer name instead of an IP
address.

Result: The Options window appears.
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3. Type the IP address or computer name, a space, and the suffix /console.
4. Type the User name and Password.
5. Click the Local Resources tab.

Result: The Local Resources window appears.

6. Make the disk drives and printers from the client PC available on the target CallPilot
server by entering these settings:

a. Select Remote Computer Sound — Leave at remote computer.
b. Select Keyboard — On the remote computer.

c. Select the local devices to be automatically connected.

9 Note:

Disk Drives must be checked to allow the transfer of files (SU/PEP, logs, traces,
and so on) to and from the CallPilot server.

7. Click the Display tab.

Result: The Display window appears.
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8. Specify the screen size and colors for the remote desktop connection by entering
these recommended settings:

a. Select Remote Desktop Size — 800X600.
b. Select Color Depth — High Color (16 bit).
9. Click the Experience tab.
Result: The Experience window appears.

10. Specify the connection speed (broadband or modem) that the connection will be
optimized for by entering these recommended settings:

a. Select Performance — Modem (28.8 Kbps).
b. Select Bitmap caching — Enabled.
11. Click Connect to create the remote desktop connection.
Result: The Security Warning window appears.
12. Click OK to continue.
Result: A remote desktop session starts in a window on the client PC.
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9 Note:

You can maximize the window to make it full screen. The CallPilot MAS Trace
Window should be visible on the task bar. By default, this is a private session that
cannot be seen from the CallPilot local console. All disk drives from the client
(including floppy and CD drives) are mapped to the CallPilot server. Files can be
transferred by copying them using Windows Explorer.
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If the RAS connection drops, the Remote Desktop Connection will be
disconnected. You can dial back in to re-establish the RAS connection. Then
reconnect using Remote Desktop Client. You will see any windows you left open.

Shared Session (only if local console is logged on)

Use this method in the following conditions:

* You need a shared login session to see exactly what is on the local console, and all tasks
are visible from the server console. Use a shared login during mentoring sessions or
investigating an existing alarm message displayed on the console, and so on.)

* When the transfer of files between the local PC to the CallPilot server will not occur.

1. From the client PC, start the Remote Desktop Connection for Windows Server 2003
Client. Select Start — Programs — Remote Desktop Connection or Start —
Programs — Accessories — Communications — Remote Desktop Connection.

Result: the Remote Desktop Connection window appears.
2. Enter the IP address. Click Options.

Result: The Options window appears.
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3. Type in the IP address or computer name.

4. Type the User name and Password.

5. Click the Local Resources tab.

Result: The Local Resources window appears.

Make the disk drives and printers from the client PC available on the target CallPilot
server by entering these settings:

a. Select Remote Computer Sound — Leave at remote computer.
b. Select Keyboard — On the remote computer.

c. Select the local devices to be automatically connected.

9 Note:

Disk drives must be checked to allow the transfer of files (SU/PEP, logs, traces,
and so on) to and from the CallPilot server.
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9 Note:

While file transfer is not possible in a shared session, Avaya recommends that
these settings still be selected.

Click the Display tab.
Result: The Display window appears.

Specify the screen size and colors for the remote desktop connection by entering
these recommended settings:

a. Select Remote Desktop Size — 800X600.
b. Select Color Depth — High Color (16 bit).
Click the Experience tab.
Result: The Experience window appears.

Specify the connection speed (broadband or modem) that the connection will be
optimized for by entering these recommended settings:

a. Select Performance — Modem (28.8 Kbps).
b. Select Bitmap caching — Enabled.
Click Connect to create the remote desktop connection.
Result: The Security Warning window appears.
Click OK to continue.

Result: A remote desktop session starts in a window on the client PC.
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13. Within the Remote Desktop session:

a. Select Start — Run, then in the Open box type cmd and click OK.
b. In the command prompt window, type shadow 0 and press Enter.

Result: This step puts your private session on hold and starts a shared session,
allowing the local and remote consoles to share/view the same screens. All your
remote actions are visible on the local console. Both the local and remote mouse
and keyboard are active. The screen resolution of the Remote Desktop Connection
is adjusted to match the resolution of the local console. The disk drives shared from
the client PC are not visible after you enter the shadow 0 command.

14. The CallPilot desktop background is visible during a shared session. This visibility
can slow performance if you are connected over a modem. You can turn off the
background using Control Panel — Display — Desktop — None. Remember to set
the background back to its original setting once your shared session is over.

Note:

Browse to path: C:\windows\system32\CP3BackSplashs\ CPBAKxxxx.bmp
where xxxx = platform number.

15. Cancel shadowing of the CallPilot console and return to the original session. Hold
down the CTRL key while pressing the * key on the numeric keypad.

Result: The shared disk drives are again visible. You can toggle back and forth using
shadow 0 and CTRL num *.

Notes:
If no numeric keypad exists (for example, using a laptop), use the Function and * keys.

If you logout while in a shared session, console shadowing ends and you revert to your initial
private session. The local console session logs out.

PEP installs and CallPilot support tools may not work properly when you are in an unshadowed
session not connected to the console.

While in a shadow 0 session, you are unable to see your local drives on the remote server.
If the local console is not already logged on when the shadow 0 command is used, the system

returns the following error within the Command prompt window:

Remote Control Failed. Error 7050
Error [7050] :The requested session cannot be controlled remotely. This may be
because the session is disconnected or does not currently have a user logged on.

You can still connect to the console session by logging out from your RDC session, then
reconnecting using the /console option.
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CallPilot support tools

Certain support tools and operations (including PEP installs) only work properly when run from
the logical console. MMFS and database operations can only be done from the logical console
session. These tools must be run using either a private session connected to the console or
by using a shared session. Once you cancel console shadowing, support tool operations may
not work unless you re-shadow.

If you wish to use support tools without the customer being able to see on the console, use a
private session. This private session logs out any local user. You can start and stop Remote
Desktop sessions without dropping the RAS dial-up connection.

' Note:
PEP installs that perform database or MMFS operations may also require use of a session
connected to the console.

There is no way to send the CTRL-ALT-DEL key combination. If you need to reboot the CallPilot
server, use Start — Shutdown.

To disconnect, log out from the NGenDist session. Logging out closes any programs you
started and terminates the Remote Desktop Client. You can then hang up the RAS connection.

RAS dial-up required to establish RDC

Unfortunately, it is not possible to use Remote Desktop directly through a modem. RAS dial-
in must be working for this form of remote access to work.

Double-Hop remote control

A common support scenario is for one technician to dial in to a customer's CallPilot server,
then another technician controls the first technician's computer (for example, by intranet or
VPN), thereby gaining access to the dial-up remote control session on CallPilot. For this
operation to work, the intermediate computer's Dial-Up Networking TCP/IP Settings must have
the setting Use default gateway on remote network unchecked.

1. Double-click the Dial-up Networking connection icon in the system tray.
2. The Status window appears.

3. Click the Properties button and then select the Networking tab.
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Result: The RAS Dialout Properties, Networking window appears.

Highlight the Internet Protocol (TCP/IP) component and click the Properties button.

Do not un-check Internet Protocol (TCP/IP).

Result: the Internet Protocol (TCP/IP) Properties window appears.

. Click the Advanced button.

Result: The Advanced TCP/IP Settings screen appears.

Advanced TCP /1P Settings

General | DNS | wINS | Optians |

This checkbos onhy applizs when vou are connected to a local network.
and o dinkup network simulianeously. ¥ehen checked. data that cannot
be senton the local neteork is farverded 1o the dial-up netaors,

[T iJ=g default garews on ramone nam::-ﬂ-cj

x|

FFF link.
’V I¥ UgalF haader comprassion

o |

Cancel

6. Uncheck Use default gateway on remote network. Click OK to close all windows.

Result: The warning box appears with the following message:

Since this connection is currently active, some setting will not take
effect until the next time you dial it.

. Click OK.

setting is now active.

Notes:
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Transferring files in Remote Desktop Connection sessions

Itis possible to use pcAnywhere to control a PC that is in turn connected into a CallPilot server
through Remote Desktop Connection. However, the right keyboard shift key does not seem to
work in this scenario, nor does the CAPS LOCK key. You must use the left shift key only to
type upper case characters. This is especially important when typing passwords. (This problem
was noted using pcAnywhere 10.5 and 11.01).

Double-Hop remote control is also possible using two Remote Desktop Connections if the
intermediate PC is running an operating system that includes the Remote Desktop
Connections Server. This method is effective and functions optimally when both sessions are
not in full-screen mode. Refrain from maximizing the Remote Desktop windows to see them
nested.

Transferring files in Remote Desktop Connection sessions

Before a file can be transferred between a local computer (the computer that is launching the
Remote Desktop Connection and making the remote support connection session) and the
remote CallPilot server, the local disk drives must be made available during the Remote
Desktop Connection logon session.

Note:

Make sure the Local devices settings include the local disk drives to enable file transfer while
in a Remote Desktop Connection session.

While in a session, moving files between the local computer and the remote CallPilot server
can be done within an Explorer window. If the Local devices setting for disk drives was checked
during the initial connection, the local drives are displayed in the Other section as shown in
the following example.
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Terminal Server Maximum Connections Exceeded error

CallPilot supports a maximum of two remote sessions and one console session concurrently. If
these limits are exceeded, you might receive the error;

The terminal server has exceeded the maximum number of allowed connections.

If this occurs, it is still possible to make a connection without the need for local intervention.
Use a private session to connect, forcing any local user to logout and allowing you to connect.

Disconnecting the Remote Desktop Connection session

You should not terminate a Remote Desktop Connection by clicking X on the Remote Desktop
Window. This action disconnects your session, but the session continues to exist on the
CallPilot server. Any programs you were running continue to run, and you can reconnect and
see the same session.

Use one of these methods to log off:
1. In the Remote Desktop Connection window, click Start — Log Off <username>.

Result: The Confirmation dialog box appears.

2. Click Log Off to exit the Remote Desktop Connection session.
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View or disconnect concurrent or previous stale sessions

Or
1. In the Remote Desktop Connection window, click Start — Shutdown.

Result: The Shut Down Windows dialog box appears.

2. Select Log Off <username>, from What to do, and then click OK.

View or disconnect concurrent or previous stale sessions

Microsoft Windows Terminal Services Manager provides the following services:

» The administrative user can view active or inactive sessions on the server.
* Log off and/or disconnect any leftover sessions that are no longer needed.
» Send messages to other sessions for messaging between users.

To start the Terminal services Manager select Start — Programs — Administrative Tools —
Terminal Services Manager.

' Note:
Similar functionality is also available from the Users tab of the Task Manager.

Example
Result: The Terminal Services Manager window appears.
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Example
Switch between the Users and Sessions tabs.

Troubleshooting tips

Session disconnected unexpectedly

If you are in a private console session and another user takes away the console (either local
to the server or another remote RDC session), the Remote Desktop Disconnected message
appears.

Contact the site to arrange for access, or use a shared session and then message the other
user through Windows Terminal Services Manager or Task Manager.

Cannot connect using a private session

When trying to establish a private session, the Server Name Specified is Invalid message
appears.
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Unable to transfer files to the remote CallPilot server

If using an older version of Microsoft Remote Desktop Connection client, upgrade to the newer
Windows 2003 RDC client (this document references version control 5.2.3790.0). Check the
RDC client version by right-clicking the title bar and selecting About.

If the RDC client cannot readily be upgraded:
1. Open a command prompt window on your client PC.
2. Type mstsc /console and press Enter.
Result: The RDC connection window appears.

3. Type the IP address of the server into the Computer field and click Connect.

Unable to transfer files to the remote CallPilot server

If you cannot see local client PC files and folders from within the RDC client session, check for
the following conditions:

* The Local Devices, Disk Drives option was not checked in the Options window before
connecting to the remote server in the RDC client.

» The CallPilot server is connected using a shared session. Files will not be visible and,
therefore, cannot be transferred.

When transferring files between the CallPilot server and RDC client PC, use a private session.

Connection to server is extremely slow

The RDC access speed is diminished if the Desktop Background setting is turned on.

In a private session, prior to connecting, select the Experience tab — Options — Desktop
Background (unchecked).

In a shared session, after connecting and logging onto the server, right-click on the Desktop,
select Properties, then select the Desktop tab. In the Background selection box, choose None.

Click OK to close either window.
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Shared remote connection fails to start

If the local console is not already logged on when the shadow 0 command is used, the system
displays the following error:

Error [7050] :The requested session cannot be controlled remotely. This may be
because the session is disconnected or does not currently have a user logged on.

Connect to the console session using a private session. This method does not require a user to
be logged on already.

System monitor or support tools do not return valid or
legible information

If you connect to the CallPilot server using a shared session but do not issue the shadow 0
command, support tools and diagnostics that access the database, may return invalid results.

Use a private session or issue the shadow 0 commend when setting up a shared session.

User changes fail to replicate during nightly GR
resynchronization

If a user reports that previous changes have reverted to earlier settings, after the main and
alternate servers are synchronized during the nightly audit, advise the user to make the
changes again.

This event occurs when a user changes a password while connected to the alternate server,
and while the main server is inactive. During the resync, the changes are overwritten by the
settings retained on the now active main server. This issue is resolved when the changes are
made again on the main server.
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Chapter 7: Application troubleshooting

In this chapter

Symptom 1: Avaya CallPilot® answers calls, but voice services are not available on page
145

Symptom 2: A user cannot log in to the mailbox from an external phone on page 148

Symptom 3: Callers hear re-order tone when dialing or being forwarded to CallPilot on
page 148

Symptom 4: Speech recognition does not work on page 149

Symptom 5: Users cannot print or receive faxes on page 150

Symptom 6: Avaya NES Contact Center voice services do not work on page 151

Symptom 7: Users cannot send messages to a telephone/fax machine from Desktop
Messaging or CallPilot on page 152

Symptom 8: Users cannot browse CPM if the Encoding is set to Chinese Simplified (HZ) in
Microsoft IE on page 153

Symptom 9: Users cannot access the CallPilot Manager login page from a standalone \Web
server on page 154

Symptom 10: CallPilot Manager users cannot connect to the CallPilot server on page 156

Symptom 1: Avaya CallPilot® answers calls, but voice
services are not available

Diagnostic steps Resolution

Perform basic checks. A Ensure that the DS30X or DS30
cable is not defective, the MGate

1 Check the DS30X or DS30 cable
card operates properly, and Avaya
g&?{;ﬁded to the MGate card on the CallPilot is configured with the

correct TNs.
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Diagnostic steps

Resolution

Check the MGate card.

Check if CallPilot is configured with
the correct TNs.

Check the DS0s and DSPs. B If the DSOs and DSPs are not
active, verify the switch
configuration.

4 Check if the DSOs and DSPs arein C If the DSOs and DSPs are active,
service and accepting calls. Refer but voice services are not available,
to the Server Maintenance and verify the prompt installation. Refer
Diagnostics guide that applies to to the Configuration and Testing
your server type. Guide that applies to your switch.

Verify the switch configuration. D If the channels were disabled, use

. - . overlay 32 (LD 32) to enable them.

5 In the lsw:tchdadmnlustrsztlolr_wD 30 Ensure that the channels were not
console, load overiay ( ) disabled because of a prior
and verify that the status of the maintenance task
defined DSO channels is either Idle '
or Login.

Check the server IP address. E If the IP address was changed, shut

h lPil

6 Check if the IP address of the ggxgra”d restart the CallPilot
CallPilot server has been changed '
since the last restart.

Verify the MGate card version and F If the MGate card has a different

placement. part number, replace it with an
NTRB18CA (or later) card.

7 If the system uses an MGate card G If the MGate card is not installed in
on an Option 11 switch, verify that: the correct slot, then install it in a
+The WGatecra s e e et

NTRB18CA (or later) part prog greq '
number.
* The card is installed in the correct
slot.
* The card from the I/O panel is
installed correctly.
Verify the prompt installation. H Reinstall the prompts. Refer to the

8

Open the installation log file in the
D:\nortel\sysops\MPCX
\langprompts folder.

Check the last line of the log file.
The last line must be "Prompt
Installation completed
successfully." If you cannot verify

Software Administration and
Maintenance guide.
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Symptom 1: Avaya CallPilot® answers calls, but voice services are not available

Diagnostic steps

Resolution

that the prompts were installed
successfully, they were probably
not.

Note:

The log file name has the format
xxxx.log, where xxxx is the
Avaya Language ID; for
example, 1033 for US English.
The Avaya Language ID is
specified in the cdstruct.Ing file,
which is located in the root
directory of the language CD.

Verify the new configuration.

10

11

12

13

14

In the D:\norteNlangXXXX\voice
\map folder, verify that the file
sysmap.mxxxx exists, has the date
and time of the prompt installation,
and has a reasonable size (more
than 5 KB).

Verify that all the .| files in the D:
\nortel\langXXXX\voice\template
folder have the date and time of the
prompt installation.

Verify that the file imap_Ing.txt
exists in the D:\norte\langXXXX
\desktop folder.

If the fax feature is installed, verify
that the six .cptemp and .bmp files
exist in the D:\nortel\langXXXX\fax
folder.

If the automatic speech recognition
(ASR) language component was
installed (or was planned to be
installed), verify that the D:\nortel
\langxxxx\asr directory exists and
contains three .ctx files, three .cfg
files, and one .asr file.

If any one of the verification steps
fails, you must reinstall the
language.

Note:

Even if all the checks are valid, it
is still possible that the language
was not installed correctly.

Verify the new configuration (continued).

15

If the ASR language component
was installed, verify that the ASR
load was flashed in the DSP.

Verify that the names of the ASR
load for a specific language are in
the flashnames.dat file, which can
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Diagnostic steps Resolution
be found in the root directory of the
language CD.
16 Verify that the MPB cables are not J Install the cables correctly and then
installed inverted on the tower and retest.

rack-mount systems.

17 Does the problem still exist? K Contact your Avaya technical
support representative for
assistance.

Symptom 2: A user cannot log in to the mailbox from an
external phone

Diagnostic steps Resolution

Verify internal access. A Log in to the CallPilot Manager and

. . perform the following tasks:
1 Check if the user can log in from an . Connect to the server.

internal phone. « Click User.

* Click User search.

* Enter the search criteria for the
user.

* Ensure that the Login status is
enabled.

Verify user rights. B Ensure that the external login for
the user is enabled. Refer to the
. Avaya CallPilot® Administrator
rights. Guide (NN44200-601).

2 Check if the user has external login

3 Does the problem still exist? C Contact your Avaya technical
support representative for
assistance.

Symptom 3: Callers hear re-order tone when dialing or being
forwarded to CallPilot

Diagnostic steps Resolution

148 Avaya CallPilot® Troubleshooting Reference Guide December 2010



Symptom 4: Speech recognition does not work

1. Ensure the Meridian 1 or Avaya
Communication Server 1000 is not

encountering network blocking. This could

be caused by installing more than three
MGate cards in the same superloop.

2 Ensure proper ACD configuration on the

Meridian 1 or Avaya CS 1000.

3 Ensure CDN and SDN have an associated

DN on the Meridian 1 or CS 1000.

A Refer to document 553-3021-120 Avaya
Communication Server 1000M and Meridian
1 Large System Planning and Engineering.

B Refer to document NN44200-302 Avaya
Meridian 1 and Avaya CallPilot® Server
Configuration Guide, or NN44200-312
Avaya CallPilot® Communication Server
1000 and CallPilot Server Configuration.

Diagnostic steps

Symptom 4: Speech recognition does not work

Resolution

Verify that speech recognition resources are A

Change the DN media type to

assigned to the DN. "Speech Rec."
1 In CallPilot Manager, connect to the
server and then click
System—Service Directory
Number.
2 View the Speech Recognition
Service Directory Number.
3 Verify that the Media type is
"Speech Rec."
Verify speech recognition on keycode. B Perform a keycode expansion.

4 If the "Speech Rec." option is not in
the Media type list, then the server

keycode does not enable the
speech recognition feature.

ote:
The keycode must enable

Contact your Avaya order
management representative or
sales representative for assistance.

speech recognition languages
and seats so that the speech
recognition channels answer
correctly.

Verify the prompt installation.

5

Check the language installation log
file: D:\nortel\sysops\MPCX\
langprompts.xxxx.log.

Reinstall the language. Refer to the
Software Administration and
Maintenance Guide.
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Diagnostic steps

Resolution

6 Verify that the last line of the log file
is "Prompt Installation completed
successfully."

7 Does the problem still exist? D

Contact your Avaya technical
support representative for
assistance.

Symptom 5: Users cannot print or receive faxes

Diagnostic steps

Resolution

Verify that fax resources are assigned to the A
fax messaging DN.

1 Log in to CallPilot Manager and
proceed as follows:

» Connect to the server.

* Click System—Service Directory

number.
2 View the Service Directory Number.
3 Verify that the Media type is Fax.
4 Check if the user's Class of Service

has Fax capability.

Change the DN media type to Fax.

Verify that Fax option is on the keycode. B

5 If the Fax option is not available on
the Media type list, the server
keycode does not enable fax
features.

Perform a keycode expansion.
Contact your Avaya order
management representative or
sales representative for assistance.

6 Does the problem still exist? C

Contact your Avaya technical
support representative for
assistance.
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Symptom 6: Avaya NES Contact Center voice services do not work

Symptom 6: Avaya NES Contact Center voice services do
not work

The Event Browser displays a Meridian Link* TSP or ACCESS link event. Mailbox owners
notice that calls are not answered.

Diagnostic steps Resolution
Verify that the voice port configuration is consistent across all subsystems.
1 Verify the CallPilot server On the CallPilot server, ensure that:
configuration.

» The NES Contact Center IP address is
properly configured.

» The ACD queue for ACCESS channels is
configured as NES Contact Center Voice
Services SDN.

» The ACD queue for IVR* channels is
configured as NES Contact Center Voice

Services support announcement or voice
menu SDN.

* The Class ID configured in the
Configuration Wizard is equal to the
ACCESS port channel configured on the
NES Contact Center.

2 Verify the NES Contact Center On the NES Contact Center, ensure that:
configuration. « The CallPilot ELAN IP address is properly

configured.

* The value of the ACCESS voice port
channel is equal to the Class ID on the
CallPilot server.

* The port number is configured as 10008.

3 Verify the switch configuration. On the switch, ensure that:

» The ACD queue for ACCESS channels is
configured as follows: IVR=YES and
ALOG=YES.

» The ACD queue for IVR channels is
configured as follows: IVR=YES and
ALOG=YES.
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Diagnostic steps Resolution
Verify that the voice port configuration is consistent across all subsystems.

* The ACCESS and IVR channels are
configured as follows: AST=0, 1 and
CLS=MMA, FLXA.

« All CallPilot server ELAN VAS IDs are
configured as follows: SECU=YES.

4 Does the problem still exist? Contact your Avaya technical support
representative for assistance.

Symptom 7: Users cannot send messages to a telephone/
fax machine from Desktop Messaging or CallPilot

To prevent toll fraud by Desktop Messaging and My CallPilot users, Avaya recommends that
you define access restrictions for unauthenticated SMTP users. If users report that they are
unable to send a CallPilot message to a telephone or fax machine from their desktops, then
they are connecting to CallPilot as unauthenticated SMTP users and the Delivery to Telephone
or Fax option is not selected for unauthenticated desktop users.

Diagnostic steps Resolution

Solution 1 (recommended)

options in Security Modes for ] ] )
SMTP Sessions. + Click Messaging—Message Delivery
Configuration.

« Scroll down to the SMTP/VPIM section and
click the Security Modes for SMTP
Sessions link.

* Select the authentication options required
for your users.

* Click Save.
2 Ensure that users provide SMTP  If users connect from an e-mail client
authentication from their e-mail supported by Avaya (such as Microsoft
clients. Outlook, Lotus Notes, GroupWise, or My

CallPilot), then the client-side SMTP
authentication option is automatically used if
the correct authentication options are
selected in Security Modes for SMTP
Sessions on the server side.

Solution 2
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Symptom 8: Users cannot browse CPM if the Encoding is set to Chinese Simplified (HZ) in Microsoft IE

Diagnostic steps

Resolution

1 Leave only the Unauthenticated
option selected in Security Modes

* Log in to CallPilot Manager.

for SMTP Sessions, and select the * Click Messaging—Message Delivery

correct option in Unauthenticated

Configuration.

Access Restrictions. This solution . s¢roll down to the SMTP/VPIM section and

is less secure becauseCallPilot
allows unauthenticated desktop
users to send messages to external
telephone and fax numbers

click the Unauthenticated Access
Restrictions link.

« Select the Delivery to Telephone or Fax
check box.

* Click Save.

Symptom 8: Users cannot browse CPM if the Encoding is

set to Chinese Simplified (HZ) in Microsoft IE

The users can not browse CallPilot Manager if the Encoding is set to Chinese Simplified (HZ) in
Microsoft Internet Explorer (the Welcome to CallPilot page is blank).

Diagnostic steps

Resolution

1 Open Internet Explorerandloginto A
CallPilot Manager. The Welcome to
CallPilot Manager page is blank.

2 Check the Encoding setting in B
Internet Explorer: click
View—Encoding. The Chinese
Simplified (HZ) option is selected.

ote:

The Chinese Simplified
(GB2312) and Chinese
Traditional options do not cause
this problem.

In Internet Explorer, click
View—Encoding—Auto-Select.A
check mark appears to the left of
the Auto-Select option.

When this option is selected,
Internet Explorer can usually
determine the appropriate
language encoding.

To ensure that CallPilot Manager
pages are displayed correctly, you
must also select manually a
different encoding option than
Chinese Simplified (HZ): click
View—Encoding—More, and then
select a language encoding option
from the list.

. Note:

The system can prompt you to
install a new language pack. You
must have the operating system
installation CD-ROM, or know
the location of the required files
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Diagnostic steps

Resolution

on a network server, if
applicable.

C Click Refresh on the Internet
Explorer toolbar or log in to CallPilot
Manager again.

Symptom 9: Users cannot access the CallPilot Manager
login page from a standalone Web server

Users cannot access the CallPilot Manager login page from a standalone Web server running
Windows 2003 and Internet Information Services 5.0.

Diagnostic steps

Resolution

Open the CallPilot Manager login page.

1 On the Web server, open Internet
Explorer.
2 Type http:\\web_server_name

\cpmgr in the browser Address box,
or click the bookmark to the
CallPilot Manager login page.

The following message appears:
"HTTP 500—Internal server error."

Check the Event Viewer logs.

3 On the Web server, click Start—
Programs—Administrative Tools.
The Administrative Tools window
opens.

4 Double-click Event Viewer. The
Event Viewer window opens.

5 Check the System Log for the
following events:

Add Authenticated Users and
INTERACTIVE to the Users group for the
Web server.

A On the Web server, click
Start—Programs—Administrative
Tools. The Administrative Tools
window opens.

B Double-click Computer
Management. The Computer
Management console opens.

C In the left pane, click the plus sign
(+) to the left of Local Users and
Groups to expand the folder tree.

D Click the Groups folder. The
contents of the Groups folder
appear in the right pane.

E In the right pane, right-click Users,
and then click Properties on the
shortcut menu.

The Properties dialog box opens.

F Click Add.
The Select Users or Groups dialog
box opens.
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Symptom 9: Users cannot access the CallPilot Manager login page from a standalone Web server

Diagnostic steps Resolution

* 36—The server failed to load G Click the name of the local

cpmgr'. The error was ‘Server The users and groups established

execution failed". on the local computer appear in the

{A62B60F6-4508-4E63-9C25-63

102FF3E115} did not register H Click Authenticated Users in the

with DCOM within the required upper pane, and then click Add.

time-out. The Authenticated Users group
These events indicate that the NT moves to the lower pane.
AUTHORITY/Authenticated Users ; ;

I lick INTERACTIVE h lick

or NT AUTHORITY go'lg CTIVE, and then clic
\INTERACTIVE entry has been The INTERACTIVE entry moves to

removed from the Users group. the lower pane

Note: J Click OK.

Refer to the Microsoft bulletin

Q327153 for more information. Click Apply in the User Properties

dialog box.

L Click OK.
The Properties dialog box for the
Users groups closes.

Restart the Internet Information Service.

M In the left pane of the Computer
Management console, click the
plus sign (+) to the left of Services
and Applications to expand the
folder tree.

N Click Services.
The available services appear in
the right pane.

@) In the right pane, right-click IIS
Admin Services, and then click
Restart on the shortcut menu.
The Restart Other Services
confirmation dialog box opens.

P Click Yes.
The 1IS Admin Service restarts.

6 Go to the CallPilot Manager login  Q Contact your Avaya technical
page. support representative for
ist .
7 Does the problem still exists? assistance
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Symptom 10: CallPilot Manager users cannot connect to the
CallPilot server

Diagnostic steps Resolution

1 When you try to log in to CallPilot  The System and Application log events point
Manager, the following message to a problem related to the CallPilot server
appears: "Failed to connect to the name. The name of your CallPilot server
CallPilot server. Check server already exists on the network. To solve this
information and try again. If this problem, proceed as follows:
problem persists, the server may be
improperly configured."

2 Verify the System event log and A Remove the CallPilot server from the
look for the following events: 3870, network.
7023, and 7001.

oy}

3 Verify the Application event log and Change the CallPilot server name using
look for the following events: Configuration Wizard.

41504, 41550, and 41506. C Reconnect the CallPilot server to the

network.

4 Try to log in to CallPilot Manager.  Contact your Avaya technical support

5 Does the problem still exist? representative for assistance.
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Chapter 8: Flight Recorder

In this chapter

Introduction on page 157

Enabling Flight Recorder traces on page 157

Archiving Flight Recorder information on page 159

Viewing Flight Recorder archive statistics on page 159

Downloading Flight Recorder archives on page 160

Deleting Flight Recorder archives on page 160

Introduction

This chapter includes procedures specific to managing the Flight Recorder feature. Use these
procedures to enable or disable the feature as well as to archive and access Flight Recorder
information in order to help in troubleshooting potential problems.

For more information about Flight Recorder, refer to the CallPilot Fundamentals Guide
(NN44200-100).

Enabling Flight Recorder traces

As an administrator, you can enable the tracing of specific CallPilot modules in order to capture
information about those modules. The default settings indicated in the Flight Recorder
Manager are the optimal settings for each CallPilot platform.

& Warning:

Avaya highly recommends that you do not change any of the default settings. Enabling
additional traces may cause your system to become unresponsive while disabling enabled
traces can result in the loss of vital diagnostic information.
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Flight Recorder

o N =

Log on to CallPilot Manager.

Click Maintenance > Flight Recorder.

Select Flight Recorder Manager from the Select a task drop-down list.
Select the module(s) you want to trace.

Click Enable.
A caution window appears warning you that capturing traces on some modules may
impact performance.

. Click OK.

Disabling Flight Recording traces

158

As an administrator, you can disable the tracing of specific CallPilot modules in order to stop
capturing information about those modules. The default settings indicated in the Flight
Recorder Manager are the optimal settings for each CallPilot platform.

A Warning:

Avaya highly recommends that you do not change any of the default settings. Enabling
additional traces may cause your system to become unresponsive while disabling enabled
traces can result in the loss of vital diagnostic information.

o M 0N =

Log on to CallPilot Manager.

Click Maintenance > Flight Recorder.

Select Flight Recorder Manager from the Select a task drop-down list.
Select the module(s) for which you want to stop tracing.

Click Disable.
A caution window appears warning you that capturing traces on some modules may
impact performance.

. Click OK.
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Archiving Flight Recorder information

Archiving Flight Recorder information

Flight Recorder (FR) continuously captures key performance counters, traces, logs, and
events on your system. As an administrator, you can archive this information in order to make it
available for diagnostic purposes.

Flight Recorder log files for all platforms (except 703t) are stored on the CallPilot server in the
C:\CallPilot\FlightRecorder directory. Log files for the 703t server are stored in the D:\Nortel
\FlightRecorder directory. Flight Recorder archives are stored in the C:\Inetpub\wwwroot
\cpmgr\Upload directory on all platforms.

0 Important:

There is a threshold for the amount of disk space that can be consumed by archives. If the
amount of free space on the drive where logs are stored drops below 10%, Flight Recorder
blocks any further creation of archives and logs. In this situation, archive creation and logging
does not resume until the amount of free space rises above 12%. Increasing the amount of
free space can be achieved by deleting archives. For information on how to delete archives,
refer to Deleting Flight Recorder archives on page 160.

o M 0N =

Log on to CallPilot Manager.

Click Maintenance > Flight Recorder.

Select Archive Manager from the Select a task drop-down list.
Select the module(s) for which you want to archive the data.

Click Archive.
The Archiving Progress screen will display. To abort the archive click the Cancel
button.

Note:

The duration of the archiving process is dependent upon the amount of data being
archived and the current system load. As a result, archiving may take a significant
amount of time or be cancelled altogether due to time out. In case of problems,
additional details can be found in the Flight Recorder log file (C:\CallPilot
\flr.log) and the Windows Application Event log.

When the archive is complete, click Close.

Viewing Flight Recorder archive statistics

The Download Manager displays all archives that have been created, the amount of disk space
being used by the archives, and the maximum allowed disk space that archives can consume.
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Launch CallPilot Manager.
Enter mailbox number and password.

Click Maintenance > Flight Recorder.

o Dnh =

Select Download Manager from the Select a task drop-down list.
The Download Manager window displays archives and associated disk information.

Downloading Flight Recorder archives

As an administrator, you can download archives captured by Flight Recorder at any time. If a
server outage occurs, archives can be sent to support personnel and product design teams to
determine what caused the outage.

Log on to CallPilot Manager.
Click Maintenance > Flight Recorder.

Select Download Manager from the Select a task drop-down list.

b=

Click the link to the archive you want to download and save it to a specific location on
your PC.

Deleting Flight Recorder archives

As an administrator, you can delete aging archives that are unnecessarily consuming disk
space.

1. Log on to CallPilot Manager.
2. Click Maintenance > Flight Recorder.
3. Select Download Manager from the Select a task drop-down list.

4. Select the archive(s) you want to delete and click Delete Selected.
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Chapter 9: Meridian Mail to Avaya CallPilot®
migration troubleshooting

In this chapter

Introduction on page 157
General on page 11

Symptom 1: Error reading tape during data transfer or message migration on page 162

Symptom 2: All users cannot be migrated due to an invalid user-preferred language ID on
page 163

Symptom 3: The system failed to create a map directory on page 164

Symptom 4: The automatic log file backup failed on page 164

Symptom 5: On a recently migrated system, a user cannot log in to the mailbox or CallPilot
does not recognize a user receiving an incoming call on page 165

General

This chapter provides troubleshooting information for issues that can affect the Meridian Mail
to Avaya CallPilot migration process. For additional troubleshooting information, refer to the
Avaya Meridian Mail to Avaya CallPilot® Migration Utility Guide (NN44200-502). This migration
guide describes common causes of migration errors and provides methods to solve these
errors.

The Avaya Meridian Mail to Avaya CallPilot® Migration Utility Guide also provides general
information on the following topics:

» correcting pre-check inconsistencies
* troubleshooting tools
* Meridian Mail data collection error messages

« CallPilot migration error messages
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Meridian Mail to Avaya CallPilot® migration troubleshooting

Use both the Avaya Meridian Mail to Avaya CallPilot® Migration Utility Guide and this chapter to

troubleshoot migration issues.

Symptom 1: Error reading tape during data transfer or
message migration

162

Diagnostic steps

Resolution

Verify the log file

1 Open the migration transaction log file.
The migration transaction log file
(MigTransaction.log) is located in the D:
\norte\MPCX\Migration folder on the
CallPilot server.

2 Check the error description in the log file
for more information.

Correct the error according to the log
information. If you cannot find a solution,
go to the next step.

Verify the type of the tape.

3  Check if the type and size of the tape
that you used to collect migration data is
supported by CallPilot.

Use the correct tape (SLR 2.5 GB) to
again collect Meridian Mail data.

Verify the tape drive.

4  Checkifthe CallPilot tape drive supports
the migration tape.

5 Check if the internal or external tape
drive that you are using is properly
installed and connected.

Ensure that the tape drive supports the
migration tape; connect the tape drive
properly.

Verify the tape driver.

6 Open the Tape Devices box in Control
Panel, and determine if the required
devices and drivers are installed and
loaded or started.

If the device driver is missing, install it. If
the device driver is not started, start it. If
you cannot start the device driver,
reinstall it and then restart the CallPilot
server.

Rerun the tape on the same CallPilot server.

7  Restart the migration using exactly the
same command syntax as used to start
the migration initially.

If the system still displays an error
message, go to the next step.

Run another data or message tape on the
same CallPilot server.

If the system does not display an error
message, then the tape is the cause of
the problem. Use another blank tape to
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Symptom 2: All users cannot be migrated due to an invalid user-preferred language 1D

Diagnostic steps

Resolution

Ensure that the tape is serviceable G
before using it. Type the correct

command in the command line window

to start the migration. If the situation

does not allow you to do this, then skip
this step.

collect data and then perform the
migration again.

If the system still displays an error
message, the problem is on the CallPilot
server. Reboot the CallPilot server.

Rerun the tape on a different CallPilot server. H

If the system does not display an error
message, then the tape is good and the
problem is on CallPilot server. Reboot
the CallPilot server.

9 Type the correct command in the I If the system still displays an error
command line window to start the message, then the tape is the cause of
migration. If the situation does not allow the problem. Use another blank tape to
you to do this, skip this step. perform the data collection and then

perform the migration again.

10 Does the problem still exist? J  Contact your Avaya technical support

representative for assistance.

Symptom 2: All users cannot be migrated due to an invalid
user-preferred language ID

Diagnostic steps

Resolution

Verify the CallPilot version and the Meridian A
Mail migration utility tape version.

1

Open the migration transaction log file.
The migration transaction log file
(MigTransaction.log) is located in the D:
\norteA\MPCX\Migration folder on the
CallPilot server.

Check for error messages similar to the B
following:

ERROR: (USRAPI) : (55122) : Invalid
input USER PREFFERRED LANG ID:

If you found error messages similar to
the example provided in step 2, you may
not be running a supported CallPilot
build. Refer to the Upgrade and Platform
Migration Guide (NN44200-400) for
supported versions and detailed
migration instructions.

If you did not find error messages similar
to the example provided in step 2,
contact your Avaya technical support
representative for assistance.

Does the problem still exist? C

Contact your Avaya technical support
representative for assistance.
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Symptom 3: The system failed to create a map directory

Diagnostic steps

Resolution

Verify the log file. A

1 Open the migration transaction log file.
The migration transaction log file
(MigTransaction.log) is located in the D:
\norte\MPCX\Migration folder on the
CallPilot server.

2  Check for the following error message:

ERROR: (MAPFILE) : (100) : Map
directory creation error:

If you found the error message provided
in step 2, you probably changed the
current directory at the command line. If
necessary, change the directory to D:
\norte\MPCX\Migration and start the
migrate.exe program again.

Note:

You must always start the migration
program from the directory D:\nortel
\MPCX\Migration.

If you still have problems when you start
the program from the correct directory,
check the same directory to find a file
named nmmgmap.dat. Restore this file
if it was accidentally renamed or moved
to another directory. Reinstall the
CallPilot software if the nmmgmap.dat
file is missing.

ote:

The nmmgmap.dat file must exist in
the D:\norte\MPCX\Migration
directory.

If you did not find the error message
provided in step 2, contact your Avaya
technical support representative for
assistance.

3 Does the problem still exist? D

Contact your Avaya technical support
representative for assistance.

Symptom 4: The automatic log file backup failed

Diagnostic steps

Resolution

Verify the disk space. A

If you found the error message provided
in step 2, check the free space on the D
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Symptom 5: On a recently migrated system, a user cannot log in to the mailbox or CallPilot does not recognize a

Diagnostic steps

user receiving an incoming call

Resolution

Open the migration transaction log file.
The migration transaction log file
(MigTransaction.log) is located in the D:
\norteAMPCX\Migration folder on the
CallPilot server.

Check for the following error message:

Could not backup the.
transaction log file

drive (where the directory \norteN\MPCX
\migration is located) on the CallPilot
server. The system probably does not
have enough disk space to back up the
log files. Empty the Recycle Bin or move
some log files to another disk drive.
Back up the log file manually.

" Note:

Older CallPilot releases do not
support the automatic log file backup.
Avaya recommends that you back up
the log file manually each time you
finish a migration tape.

If you did not find the error message
provided in step 2, contact your Avaya
technical support representative for
assistance.

3

Does the problem still exist?

Contact your Avaya technical support
representative for assistance.

Symptom 5: On a recently migrated system, a user cannot
log in to the mailbox or CallPilot does not recognize a user
receiving an incoming call

Diagnostic steps

Resolution

Check user's class of service

1

On Meridian Mail, determine if the user
had a personal Class of Service (COS).
You can also verify this by checking the
migration transaction log file
(MigTransaction.log) in the D:\nortel
\MPCX\migration\ folder on the CallPilot
server.

Note:

Before you migrate Meridian Mail
users to CallPilot, you must reassign
the personal COS to a dummy COS.
Refer to the Meridian Mail System
Administration Guide
(NN44200-601) for information on

If the user does not have a personal
COS, go to the next step. Otherwise,
perform one of the following tasks:

* Again collect the user data from
Meridian Mail after reassigning the
user COS. Perform the user migration
again.

» Use CallPilot Manager to add the non-
migrated users to the CallPilot system.
Refer to the CallPilot Administrator's
Guide.

' Note:

Before you recreate a user, ensure
that the user's DN has not already
been assigned to another user.
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Diagnostic steps

Resolution

adding and reassigning COSs.
CallPilot does not migrate personal
COSs and users with personal
COSs.

CallPilot does not allow duplicate
DNs.

Check user's mailbox number. E If the user has a mailbox number that is
more than three digits in length, go to the
next step.

2 On Meridian Mail, check if the user has F If the user has a mailbox number that is
a mailbox number that is less than three less than three digits in length, perform
digits in length. You can also check the one of the following tasks:
migration transaction log file . .
(MigTransaction.log) in the D:\nortel Change. t.he user mailbox ““mbef toa

. . . three-digit number, and then again
\MPCX\Migration\ folder on the CallPilot - .
server collect user data from Meridian Mail.

’ Perform the user migration again.
& Note: *» Use CallPilot Manager to add non-
CallPilot does not support mailbox migrated users to the CallPilot system.
numbers that are less than three Refer to the CallPilot Administrator's
digits in length. Guide.

Check the migration transaction log file. G If the user was migrated successfully,

Lo . ) check the CallPilot system sanity. If the

3 Ch.eck the mlgratlon t.ransactlon log file user was not migrated, perform one of
(MigTransaction.log) in the D:\nortel the following tasks:

\MPCX,[\M(;grft'on\ fo!?;e; on the CallPilot » Again collect user data from Meridian
sgrve; g € ermn;e”l € user was Mail after correcting the user property
migrated successiully. or any other errors depending on the

4  Check the Meridian Mail log file. View it CallPilot migration log information.
from the Meridian Mail—Tools menu. Perform the user migration again.

» Use CallPilot Manager to add non-
migrated users to the CallPilot system.
Refer to the CallPilot Administrator's
Guide.
5 Does the problem still exist? H Contact your Avaya technical support

representative for assistance.

166 Avaya CallPilot® Troubleshooting Reference Guide

December 2010



Index

C disabling traces ... 158
downloading archives ..........ccccoccoeeiiiiiinee i, 160
CUSTOMEF SEIVICE ..., 9 enabling traces ... 157
INtrOdUCHION ...coooieiiiiii e 157
[§0F= 1o =To 1o T PP 157
D managing archives ...........cccccoiiiiininiiieee, 159
AIStDULON .. 9
documentation ..........cccooiiriiiii e 9 R
FESEIIET .. 9
F 9
Flight Recorder T
archiving ...ooeeeiiii 159
deleting archives ...........ccccccceeiiiiniiii e 160 HrAINING e 9

Avaya CallPilot® Troubleshooting Reference Guide December 2010 167



168 Avaya CallPilot® Troubleshooting Reference Guide December 2010



	Contents
	Chapter 1: New in this release
	Navigation
	Features

	Chapter 2: Customer service
	Getting technical documentation
	Getting product training
	Getting help from a distributor or reseller
	Getting technical support from the Avaya Web site

	Chapter 3: Overview
	In this chapter
	General
	Reference documents

	Chapter 4: Hardware troubleshooting
	In this chapter
	201i server
	System troubleshooting
	SCSI peripheral troubleshooting
	Ethernet cable troubleshooting
	202i server
	System troubleshooting
	Ethernet cable troubleshooting
	703t server
	Server LEDs
	External LEDs
	Internal LEDs
	BMC beep codes
	System troubleshooting
	SCSI troubleshooting
	RAID troubleshooting
	Windows and CallPilot hardware troubleshooting
	1002rp server
	External LEDs
	Internal LEDs
	BIOS beep codes
	System troubleshooting
	SCSI troubleshooting
	RAID troubleshooting
	MPB16-4 board troubleshooting
	Windows and CallPilot hardware troubleshooting
	1005r server
	Server LEDs
	Front panel LEDs
	External LEDs
	Internal LEDs
	POST beep codes
	BIOS error messages
	System troubleshooting
	SCSI and tape drive troubleshooting
	RAID troubleshooting
	Dongle troubleshooting
	Windows and CallPilot hardware troubleshooting
	1006r server
	Server LEDs
	Front panel LEDs
	System status LEDs
	External LEDs
	Internal LEDs
	POST error codes
	LED error codes
	BIOS (screen displayed) error messages
	System Event Logs (SEL)
	System troubleshooting
	RDX and tape drive troubleshooting
	RAID troubleshooting
	Dongle troubleshooting
	Windows and CallPilot hardware troubleshooting
	600r server
	Server LEDs
	Front panel LEDs
	External LEDs
	Internal LEDs
	POST Beep Codes
	BIOS error messages
	System troubleshooting
	SCSI and tape drive troubleshooting
	RAID troubleshooting
	Dongle troubleshooting
	Windows and CallPilot hardware troubleshooting

	Chapter 5: Network troubleshooting
	In this chapter
	Check cabling
	Check end-to-end connectivity
	Check network adapters and driver installation
	Check TCP/IP configuration
	Test the TCP/IP
	Check event logs
	Checking the SCSI speed for RAID controllers

	Chapter 6: Routing and remote access troubleshooting
	In this chapter
	General
	Modem
	Recognizing that the modem is functioning
	CallPilot rebooted and modem disconnected or turned off
	Modem disconnected or turned off while in operation
	Troubleshooting modem configuration
	Routing and Remote Access
	Symantec pcAnywhere
	Microsoft Remote Desktop Connection (RDC)
	Installing RDC
	Enable remote desktop feature and set policy on host
	Establish a RAS connection
	Starting the Remote Desktop Client
	Private Session (preferred method)
	Shared Session (only if local console is logged on)
	CallPilot support tools
	RAS dial-up required to establish RDC
	Double-Hop remote control
	Transferring files in Remote Desktop Connection sessions
	Terminal Server Maximum Connections Exceeded error
	Disconnecting the Remote Desktop Connection session
	View or disconnect concurrent or previous stale sessions
	Troubleshooting tips
	Session disconnected unexpectedly
	Cannot connect using a private session
	Unable to transfer files to the remote CallPilot server
	Connection to server is extremely slow
	Shared remote connection fails to start
	System monitor or support tools do not return valid or legible information
	User changes fail to replicate during nightly GR resynchronization

	Chapter 7: Application troubleshooting
	In this chapter
	Symptom 1: Avaya CallPilot® answers calls, but voice services are not available
	Symptom 2: A user cannot log in to the mailbox from an external phone
	Symptom 3: Callers hear re-order tone when dialing or being forwarded to CallPilot
	Symptom 4: Speech recognition does not work
	Symptom 5: Users cannot print or receive faxes
	Symptom 6: Avaya NES Contact Center voice services do not work
	Symptom 7: Users cannot send messages to a telephone/fax machine from Desktop Messaging or CallPilot
	Symptom 8: Users cannot browse CPM if the Encoding is set to Chinese Simplified (HZ) in Microsoft IE
	Symptom 9: Users cannot access the CallPilot Manager login page from a standalone Web server
	Symptom 10: CallPilot Manager users cannot connect to the CallPilot server

	Chapter 8: Flight Recorder
	In this chapter
	Introduction
	Enabling Flight Recorder traces
	Disabling Flight Recording traces
	Archiving Flight Recorder information
	Viewing Flight Recorder archive statistics
	Downloading Flight Recorder archives
	Deleting Flight Recorder archives

	Chapter 9: Meridian Mail to Avaya CallPilot® migration troubleshooting
	In this chapter
	General
	Symptom 1: Error reading tape during data transfer or message migration
	Symptom 2: All users cannot be migrated due to an invalid user-preferred language ID
	Symptom 3: The system failed to create a map directory
	Symptom 4: The automatic log file backup failed
	Symptom 5: On a recently migrated system, a user cannot log in to the mailbox or CallPilot does not recognize a user receiving an incoming call

	Index

