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Notice

While reasonable efforts have been made to ensure that the
information in this document is complete and accurate at the time of
printing, Avaya assumes no liability for any errors. Avaya reserves the
right to make changes and corrections to the information in this
document without the obligation to notify any person or organization of
such changes.

Documentation disclaimer

“Documentation” means information published by Avaya in varying
mediums which may include product information, operating instructions
and performance specifications that Avaya generally makes available
to users of its products. Documentation does not include marketing
materials. Avaya shall not be responsible for any modifications,
additions, or deletions to the original published version of
documentation unless such modifications, additions, or deletions were
performed by Avaya. End User agrees to indemnify and hold harmless
Avaya, Avaya's agents, servants and employees against all claims,
lawsuits, demands and judgments arising out of, or in connection with,
subsequent modifications, additions or deletions to this documentation,
to the extent made by End User.

Link disclaimer

Avaya is not responsible for the contents or reliability of any linked Web
sites referenced within this site or documentation provided by Avaya.
Avaya is not responsible for the accuracy of any information, statement
or content provided on these sites and does not necessarily endorse
the products, services, or information described or offered within them.
Avaya does not guarantee that these links will work all the time and has
no control over the availability of the linked pages.

Warranty

Avaya provides a limited warranty on its Hardware and Software
(“Product(s)”). Refer to your sales agreement to establish the terms of
the limited warranty. In addition, Avaya’s standard warranty language,
as well as information regarding support for this Product while under
warranty is available to Avaya customers and other parties through the
Avaya Support Web site: http://support.avaya.com. Please note that if
you acquired the Product(s) from an authorized Avaya reseller outside
of the United States and Canada, the warranty is provided to you by
said Avaya reseller and not by Avaya.

Licenses

THE SOFTWARE LICENSE TERMS AVAILABLE ON THE AVAYA
WEBSITE, HTTP://SUPPORT.AVAYA.COM/LICENSEINFO/ ARE
APPLICABLE TO ANYONE WHO DOWNLOADS, USES AND/OR
INSTALLS AVAYA SOFTWARE, PURCHASED FROM AVAYA INC.,
ANY AVAYA AFFILIATE, OR AN AUTHORIZED AVAYA RESELLER
(AS APPLICABLE) UNDER A COMMERCIAL AGREEMENT WITH
AVAYA OR AN AUTHORIZED AVAYA RESELLER. UNLESS
OTHERWISE AGREED TO BY AVAYA IN WRITING, AVAYA DOES
NOT EXTEND THIS LICENSE IF THE SOFTWARE WAS OBTAINED
FROM ANYONE OTHER THAN AVAYA, AN AVAYA AFFILIATE OR AN
AVAYA AUTHORIZED RESELLER; AVAYA RESERVES THE RIGHT
TO TAKE LEGAL ACTION AGAINST YOU AND ANYONE ELSE
USING OR SELLING THE SOFTWARE WITHOUT A LICENSE. BY
INSTALLING, DOWNLOADING OR USING THE SOFTWARE, OR
AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF
YOURSELF AND THE ENTITY FOR WHOM YOU ARE INSTALLING,
DOWNLOADING OR USING THE SOFTWARE (HEREINAFTER
REFERRED TO INTERCHANGEABLY AS “YOU” AND “END USER”),
AGREE TO THESE TERMS AND CONDITIONS AND CREATE A
BINDING CONTRACT BETWEEN YOU AND AVAYA INC. OR THE
APPLICABLE AVAYA AFFILIATE (“AVAYA”).
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Copyright

Except where expressly stated otherwise, no use should be made of
materials on this site, the Documentation, Software, or Hardware
provided by Avaya. All content on this site, the documentation and the
Product provided by Avaya including the selection, arrangement and
design of the content is owned either by Avaya or its licensors and is
protected by copyright and other intellectual property laws including the
sui generis rights relating to the protection of databases. You may not
modify, copy, reproduce, republish, upload, post, transmit or distribute
in any way any content, in whole or in part, including any code and
software unless expressly authorized by Avaya. Unauthorized
reproduction, transmission, dissemination, storage, and or use without
the express written consent of Avaya can be a criminal, as well as a
civil offense under the applicable law.

Third-party components

Certain software programs or portions thereof included in the Product
may contain software distributed under third party agreements (“Third
Party Components”), which may contain terms that expand or limit
rights to use certain portions of the Product (“Third Party Terms”).
Information regarding distributed Linux OS source code (for those
Products that have distributed the Linux OS source code), and
identifying the copyright holders of the Third Party Components and the
Third Party Terms that apply to them is available on the Avaya Support
Web site: http://support.avaya.com/Copyright.

Trademarks

The trademarks, logos and service marks (“Marks”) displayed in this
site, the Documentation and Product(s) provided by Avaya are the
registered or unregistered Marks of Avaya, its affiliates, or other third
parties. Users are not permitted to use such Marks without prior written
consent from Avaya or such third party which may own the Mark.
Nothing contained in this site, the Documentation and Product(s)
should be construed as granting, by implication, estoppel, or otherwise,
any license or right in and to the Marks without the express written
permission of Avaya or the applicable third party.

Avaya is a registered trademark of Avaya Inc.

All non-Avaya trademarks are the property of their respective owners,
and “Linux” is a registered trademark of Linus Torvalds.

Downloading Documentation

For the most current versions of Documentation, see the Avaya
Support Web site: http://support.avaya.com.

Contact Avaya Support

Avaya provides a telephone number for you to use to report problems
or to ask questions about your Product. The support telephone number
is 1-800-242-2121 in the United States. For additional support

telephone numbers, see the Avaya Web site: http://support.avaya.com.

Japan Denan statement

The following applies to server models 1006r, 1005r, 703t, and 1002rp:
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/N Warning

Please be aware of the following while mstalling the equpment:

~ Please use the connecting cables, power cord, and AC adaptors
shipped with the equipment or specilfied by Avava o be used with the
ecpupment. If vou use any other equipment, it may couse lnbunes,
mealfunctioning or fire

#  Power conds shapped winh ths ecuipment maiet ol be usad wath any
other equipasent. |1 the above puidelines are nod follovwed, it may bead
R gheath o severe iy

/\ =&

ERREEFICCRAMO:N, QFOoESSEROEAL,
®HRrY—2% BEI—F ACTFIIEQRER . @ TRHEIZHEANRTEYVET
BHAFLENERESERIED, B BERUAOBEECERIZGLER
BCEATE. s ROREECEENBYET,
® AEthATEHYETHROERS—FEROBRBIZEEERE LTS
LHEEEFHEETLULE. RCPABRLEAABBROERLG LSS BUEY
Japan VCCI statement

The following applies to server models 1006r, 1005r, 703t, 201i, and
1002rp:

COEERF. FELERESEREZATAMEBES (VCC)
DRECEISKISTAAEETY. COEEEZIRESETHER
TREEFEEES|IERBCTCEFDYET. COBSCEE

AEFENINREERZ &S CERENB_EFBYET.

Thisis a Class A product based on the standard of the Voluntary Control
Council for Interference by Information Technology Equipment (VCCI).
If this equipment is used in a domestic environment, radio disturbance
may occur, in which case, the user may be required to take corrective
action.

Avaya CallPilot® 703t Server Maintenance and Diagnostics

December 2010 3



4  Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



Contents

(04 0 F-1'0 £ ol IO =3 o] 4 0 1= g =T=Y oV o - 11
Getting technical dOCUMENTALION. ........ooiiiiiiie e e e e e ettt e e e e e st e e e e e se bt e e e e e eannnneeaeeeanns 11
LTy uilaTe I o] oo 18 o1 =1 aT 1 oo TR PSPPI UOPRRSR 11
Getting help from @ distribUtor OF FESEIIET.............eiiiiii e e e e e e e 11
Getting technical support from the Avaya WeED SIfe............eoiiiiiiiiii e 12

Chapter 2: About this guide.............iii i ————— 13
T I T o] = o) =Y P EEEPRRR 13
Maintenance and diagNOSTICS OVEIVIEW..........cviiiiiiiiiiieieee et e e e e e e e e e e e e e e e e e e aeaeaaaaan 13
AN 0] Tt =Y 4 LY o o= o £ PR 13
Preparing for maintenance aCtiVItIES...........uuuiiiiiiiiiiiiie e e e e e e e e e 14
Customer DoCUMENTAtION IMIAP........iiiiiie e e et e e e e e e e e e e e e e e e aeesa s s e e s s ssnseastenbsnsneeeeeeeeeees 14

Chapter 3: Troubleshooting your Avaya CallPilot® system...........ccccoeiiiiiiiiniirnniinenneeeeeeeenns 19
T I TS o] =1 o) =Y SRR 19
L YT T OSSP 19
Interpreting fronNt PANEI LEDS...... .o oot e e e e e e e e ettt e e ee e e e e e aaeaeeaeeaaeaaaannnnnnes 20
I I T Yo=Y o) 3R 20
N T V0T QI I K] = (3SR 21
L F= 10 B0 L A T I I I3 = (SRR 22
POWEI/SIEEP LED SEAtES....cciiii ittt e e e e e e e e e e e e et e e et e e e eeeeeeeaa e e nnannneereeneaaaaaeeaaan 23
SYSIEM STATUS LED...... ittt oottt e e ettt e e e aa bt e e e et e e e e e e e e nnaee s 23
LT oL LY T D= (= 7SS 24
CD-ROM driVe LED STatesS. .. . ettt e e e ettt e et e e e e e e eeeeeaeeaa e nnnnennenneeeeeees 25
Interpreting rear PANEI LEDS. ... ...ttt e e e e e e e e e e e et e e e e e e e e e e e e e e e e aaaannnnes 25
MPB96 DS30 connection liNK LED STAteS.......oeiiiiiiiiieeeeeeeie et e e e e e e e e e e 25
BIUE LED.....co i eiieieee ettt ettt e e ettt e e e e ettt e e e e e e b e e e e e e e ah bt e e eeeeahtaeee e e e e ntateaeeaantreteeeeaanbrnaeeeeanrreaeeeans 26
INterpreting INtErNAI LEDS........oo et e et e e e e e e e e e e et e e e e e e e nnees 26
L TR I ] = (=R 26
PCI FPGA Done LED (closest to the 1/O card bracket).............ooooiiiiiiiiiii e 27
DSP FPGA DONE LED........tiiiiie ettt ettt e e ettt e e e e e ettt e e e e e e e esbbaeeeeeesaastaeeeeeseansssaeeeessanssaneeaensanns 27
CTbus FPGA Done LED (furthest from the 1/0 card bracket)...........cc.ueeiiiiiiiiiiii e 27
RAID CONroller LED States. ... .ttt et e e e e e e e e e e e e e e et e e e e e e e e eaaeaaeaeeaeas 27
To check if RAID board iS WOrKING PrOPEIIY . ......coiiiiiiiiie ittt e s 27
Interpreting POST diagnOSTiCS. . ..ottt e e e e et e e e et e e e e e e anneeas 28
BT 0 LTS3 ¢ 1= = I e Yo [= 3SR 28
SCSI CONroller IAagNOSTICS. .......eeiieiiiie ettt e e e ettt e e e et e e e e s e e e e e e e nnneeeeens 30
2 (@ 1S a1 =1 2= o) o SRR 30
RAID CONroller IAgNOSTICS. ... .eeieeee ettt e e ettt e e e s sttt e e e e ettt e e e e abb e e e e e e aanbeeeeeeeanns 30
What to do when the server fails t0 boot iINtO SEIVICE.......coiii i 31
When the 703t server does not boot and there are no audible beeps.........cccccoiiiiiiiiiiiiiieeeee 31
When the 703t server does not boot and the system board LED is red.............coooiiiiiiiiiiiiie e 32
When the 703t server does not boot and makes audible beeps........ ... 32
0= o ESJR= 1 == o o] o o 32
1 oT=ToT 0TI 1= (o] o o TP ERPPP 33
When the 703t server boots to the operating system and makes audible beeps........cccccceeiiiiiiiiiie, 33
When the 703t server boots to the operating system but does not boot to CallPilot................ccceeiiiiinns 33

Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010 5



Chapter 4: Using Windows online diagnostic tools...........cccccviiiiiiiiiiiiiiiinnicceceecccceeeee, 35

[T (a1 ES 3l = o) (= USRI 35
L@ Y= oSO S 35
Operating SYSIEM EVENT VIBWET..........uuiiiiiiiiiieie ettt e e e e e e e e e e e e e e eee s 35
TOP/IP QiagNOSTICS. .. .vutvieieeiieeee ettt e et e ettt e e e e e e e e e e e e et b e b e e e eeeeeeeeeeesa e s asaabanareeaaeaeeeeaeaanannes 36
(o] 010 £ QT 11 SRR 36
A A= T =A< o1 [ Yo 1 U URPPPPRRPPIN 36
TYPES OF EVENT IOGS. ... .ttt e e e e e e e e e e e e e e s e e et e st e e aeeeeeeeeaeaaeeeeeeeeesaaaannnnnes 37
To use the operating SYStemM EVENt VIEWET..........uueiiii i 37
UsIiNg TCP/IP diagnNOStC tOOIS.......cociii ittt e et e e e e e e e e e e e e et rereeeaaaaeeaeas 39
The iPCONTIG COMMANG. ... ....uiiiiiiiiieeeee et e e e et e e e e e e e e e e e s ee e s e basseeeeeeeaaeeeaesaeaannsnes 40
JoTeto] aliTe le (] 7= 10 L SO OO PP PPPTRRRRPOt 40
[PCONFIg COMMEANA SYNTAX........ii i ittt e e e e e e e e et e e e e e ettt e e e e e e eeeeaaeaaeeaeaeseassaesaannsnnssnes 40
To run the ipconfig command from WINAOWS............oooiiiiiiiiii et e e e e e e e e 40
LI =N [T oo 1 011 .= 1 [ 1S PO 41
PiNG COMMANA SYNEAX. .. .ottt e e e e e e e e e e e e e e e eeeeeeesetaaa e e e e e aeaeeaaeaeeeeeessensnsnnnnnnns 41
To run the ping command fromM WINAOWS...........eeiiiiiiiiee i e e e e e e e e e e e e e e e e e eeeeaanenes 41
The tracert COMMIANG.......oooii ittt ettt e e e e e et e e e e e e e s e e bb et e e ettt et e e eaeaeeeeeaeaaaannnnnes 42
L (01T = Tt Yo L T PPPPPPPPRRPPRR 42
L= (oL A=) V] €= SRR 42
To run the tracert command from WINAOWS.........ooiuiiiiiiieii e e e e e e e e e e e nneeeas 43
L= 14 o T e 1 4] 1 4= T TSSO 43
AP COMMANA SYNEAX. ... iiiiieieiiit et e e e e e e e e e e e et et et e e e e eeeeeeeeeaestaa e e aeeaeeaeeseessssasnaeaeaeaeeaeennes 43
To run the arp command from WINAOWS...........coiiiiiii et e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aasannreees 44
The NbEsStat COMMEANG. ...ttt et e et e e e e e e e e e e e e e e e e e e aa e nnnnenes 45
N[ o)y e= 1 aete] g aT g F=TaTo BES3 Y/ o1 = GO UUUUPPURS 45
To run the nbtstat command from WINAOWS............ooiiiiiiiiiie e e s 46
The netstat CoOMMEANG. ...ttt ettt e e e e e e e e e e e e e e e e e e aa e nnnneees 46
Netstat CoOMMEANG SYNTAX..... ..ot e e e e e e e ettt e e s e e e e e e e e aeeaeaeeeeeeesesesensnsnnnnnnns 46
To run the netstat command from WINAOWS............oiiiiiiiiiiieiiie e 47
USING the ChKASK ULHITY . ...veeeieee e e et e e ettt e e e e e e e e e e aeeaeeeeeeeeeeesssensnnannnnnas 47
CRKASK ULHITY SYNEX...eeiiiiieiiiiiite ettt e e e e ettt e e e e e e e e eeeee st s e e eeeeeeaaeeeseesansssssnneeees 47
To run the chkdsk utility from WINAOWS..........cooiiiiiii e e e e e e e e e e e 48
Chapter 5: Using serial port diagnostic tools.........cccceeueciiiiiiiiiini s 49
T I IS o] = o) =Y P EEEPR 49
L YT T SO 49
SNUHING OWN SEIVICES. ... .ttt e e ettt e e e e ettt e e e e see et e e e e e nnbe e e e e s annnnneeeeas 49
Service 10 StOP FOr COM 1 HESHING. ....ooi it e ettt e e s e e e s annnneeeee s 50
Services t0 StOP fOr COM 2 t@STING. ... ceiiiiiiiiiie e e e e e e e e e e s et e e e e e e enneneeeeeeas 50
N [= S 1o o X oo 2142 F= 1 o FU P RPR PRSP 50
Net STOP COMMEANT SYNTAX......eeiiiiiiiiiiie ettt e e e e et e e e e e e e ab et e e e e e anbee e e e e e anbeeeeeesannbeeeeaeeanns 50
To invoke the Net Stop command from WINAOWS.........ooiiiiiiiiiieeiii e 51
CondUCHNg TSTSERIO TESES....ceiiiiiiiiiiiie ettt e e ettt e e s ettt e e e s ne e e e e s annneeeeeeas 51
TSTSERIO COMMEANG SYNTAX......eeettieiiiiiiiie ettt e e e e e e e et e e e e e s bt e e e e e e nnbbe e e e e eanbneeeeeeanneeas 51
TSTSERIO internal loopback diagnostic SUDIESES.........ooiiiiiiiiii e 52
To invoke the TSTSERIO /P command from WINAOWS.........coooiiiiiiiiiiiiee ettt e e e e e e e e e e 52
TSTSERIO external loopback plug SUDLESES...........oiiiiiiiie e 53
To invoke the TSTSERIO /S command from WINAOWS.........coooiiiiiiiiiiiee e e e e e e 53
Conducting TSTSERIO tests with the 100pback plug..........c..eeiiiiiiiii e 53
S o] ool ol aTTex (o] g o] 0o RSP I 54

6 Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



RESTAMING SEIVICES. ... ..ottt ettt e e e e ettt e e e e ea bt e e e e e anbee e e e e e anbeeeeeeaanbeeeeeeanns 54

Service to restart after COM 1 18StNG. .. ..eeiiiiii e 54
Services to restart after COM 2 teSHING.......uuiiiiiii e 54
N[ A = L A oo T 2 =T T 1SR 55
To invoke the Net Start command from WINAOWS............ooiiiiiiiiii e 55
Chapter 6: Using CallPilot Manager to monitor hardware.............ccccveeeeccciiiiiirerceee, 57
[l (a1l =T o) (=] SO P PR UPPPPPPPPTPPRPPPORt 57
Understanding fault managemeEnt...... ... e e e e e e e e e e e e e e e e e 57
EVENT PIrOCESSING. ...t i ettt ekttt e bt e e oo b ettt e oo e bttt e e e ea b e et e e e e aa b e et e e e e an b e et e e e e anreeeeeeaaa 58
F =Ty 41 o) 1= 4o ) o SRR 58
(0] gaToTo] g =T o) Ao [=T oY g o [T o Tor 1= TSP 58
Detecting hardwWare ProDIEMIS. ... ... .. ettt et e e e e e e e e e e e e e e e e e e ee e e e e e e e aeaaaaaaaaaaaaaaas 59
=Ty 41017 (o T T (o PR 59
Y oY 10 1A= 1= o ORI 59
To investigate using the Alarm MONITOT. .......... e et et e e e e e e e e e e e e e e e e e e e nnennnenes 60
=T o =T 01T PR 60
Y 0T 10 L A=Y= | £SO 60
To investigate using the EVENt BrOWSET........... e ettt e e e e e e e e e e e e e 61
Channel and Multimedia MORNITOIS. ... ..c.i i ettt e e e e e e e e et e e e e e e e e e e e e e e e nnneeneeeeeeeas 61
D ET=To] [TaTe oz e g F=T o 0 1= S PR 62
B R E= 1 g (T g = T Lot o T= Lo = TR 62
What the Maintenance Page PrOVIAES. ... oo i ittt e e e e e e e e e e e e eeeeeeeaaaeeaeeaaaannnnes 62
Maintenance activities for each CoOmMPONENt....... ... e 63
Viewing COMPONENT STALES........u ittt e e e e e e e e e e e e e e e e et e et e e e e e aeaaaaaaaaaaaaaans 64
COMPONENTE STALES. ..ttt e e e e e e e e ettt e e e e e e e e e e e e e e e e e aa e aaaas 64
= o o o PSSR 65
To view the state of a hardware COMPONENT.........ccooiii i 65
Starting and StOPPING COMPONENTS.......ooiii i ittt e e e e e e e e e e et eeeeaaaaaeeeeaaaannnnanneeeeeeas 66
Y (o] oY= ES YU T 000 (=153 VAN (o] o SO P 66
L0010 1=T5] 2K o] o USSR 66
RS (o] o SRR 67
Components that can be started and STOPPEQ..........coooiiiiiiii e 67
To start Or STOP @ COMPONENT.........ooiiiii e e e e e e e e e e e e e e e e e e e e e e e e aeaa st e b e e e eeaaaaaaans 67
Running integrated diagNOSHICS. ........oiiiiiiii e e e 68
7oy o] (=N 1N o= |1 o PR 69
Diagnostic tests available for each COMPONENT......... .. e a e 69
Components that have diagnostic tests available...............ooo e 69
If a diagnostic test fails Or CaNNOt DE MUN........ooi i e e e e e e 69
LR 8 LT T [ =T [ 01 o (T SRR 70
Viewing the last diagnostiC FESUILS. ... ... it e e e e e e e e e e e e e e e e e e e e as 71
To view the last diagnOStICS rESUIL.........ooi ettt e e e e e e e e e e e e e e e nnnnnes 71
Working with the Multimedia MORNITOT............. ettt e e e e e e e e e e e e e e e e e e e e e e nnnnnenes 72
To view or work with multimedia channel States.......... ..o 72
Working with the Channel MONITOT. ...........uiiii e e e 73
To view or work with call channel states........ ... 73
Chapter 7: Using Avaya CallPilot® system utilities...........cccevmrmmiriimimci, 75
[N THIS CRAPTET . ...t e et e e e e e e e e e e e e e et e e e e e e e anres 75
L@ 1= PSP PPPUPRRP 75
Accessing the SYSIEM ULITILIES.......ooeeiii et e e e e e e e e e e e et et e s e e eaeaaeeanes 76
[ =T o 1] 1 o1= T Ko Yo | P UUPOURPR 76

Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010 7



To access the DIagNOSHICS TOOL.........uuuiiiiiiiiiiiiie ettt et e e e e e e e e e e e e e e e st eeereeeeaaaaaeeeesaesaaannnnnenes 76

To enable Startup dIagNOSTICS. ... ...iiiiiiie et e e e e e e e e 76
To disable startup diagNOSTICS. .......cii i e e e e 77
PEP MaintenanCe ULIITY ......coooiiiieiii ettt ettt e e e et e e e e e s bt e e e e e e eanbaeeeeeeeanes 77
To access the PEP MaintenancCe ULIlItY...........ooiiiiiiiiii e 77
To view a list Of @ll INSTAIIEA PEPS........oo it e e e e e e et eeeeeaaaaaeeeeeaeaaannnnnnenes 77
S T=ESTS] (o N I = Vo = OSSP 78
To acCess the SESSION traCe tOO0].........ooiiiiiiie et e e e e e e e e e 78
o 3L T =TT =TT L 1R 79
31 (=T0 0 1Y T 11 (o] PRSPPI 79
TO aCCESS the SYSIEM IMONITOT. ... .. e e e e e e e e e e e e e b e e e e e e e annneeas 80
L0 gT=T ol 0 1= 1Y/ [ 0 1] =1 o SO 80
(07 |11 [o) BE=T= T Y [ PO 81
] SO URRUOPPPPPRN 82
B STC 10 G 1] TSSOSO PP UPPRUOPPPPR 82
SYSIEM INTO TAD. ...ttt ettt e e e ettt e e e e bbbt e e e e e e e e e e e e nnneeae s 82
[T o= g Lo Fl =1 o TN = o J ST PURPUPPPSPR 83
Chapter 8: Replacing basic chassis components........cc.ccccccoiiiiiimiiieescccsie e 85
[l (a1l =T o) (=] SO P PR UPPPPPPPPTPPRPPPORt 85
Preparing the server for hardware MainteNaNCE............oooiiiiiii i e e e e e 85
To disconnect the power and peripheral device CabIes.............ooooviiiiiiiiiii e 86
REMOVING thE SIE COVET ...ttt e e ettt e e e e a bt e e e aan b e e e e e s anbeeeee e e 88
TO reMOVE the SIAE COVEN ... ..ottt et e e e e e e e e e e e e e e et seeeeeeeeaaaaaeaaeaaeaaaaannnnnes 88
Removing and replacing the upper fan holder foam....... ... e a0
To remove the upper fan holder fOaML..........oooi e 91
To replace the upper fan holder fOaM............uueii i 91
RePIaCiNg the SIA@ COVEN ...ttt ettt et e e e e e e e e e e s e e e aeeeeeaeaaaaaaaaaas 91
TO rEPlACE the SIAE COVEN ..ottt e e e e e ettt e e e e e e e e e e e e e e eesaa b e aeeaens 92
CoO0lING TANS AESCIIPLION. ...ttt e e s ettt e e s e e e e e e aanneeee s 93
Replaceable fan I0CAtIONS. ..........cii it e e e e e e e e e e et e e e e e e e e e e e e e reae 94
L= 1 T F= 1 0= £ PR 96
Replacing a front SYStEM faN...... .o e e e e e e e e e e e e e e e e e e e e as 96
To remove a froNt SYSEM FaN.......oo et e e e e e et e e e e e e e e e e e e e e e e e e nnnnes 97
Replacing @ rear SY S em fan. .. ... et a e e e e e e e e e e e e e 99
TO remMOVe @ rear SYSIEM AN ... o ettt e e e e e e e e et e e e e e e e e e e e e e e e nnnes 99
Replacing the ProCeSSOr faN.........i i i ettt et e e e e e e e e e e et e e et e e e e e eeeeeeaeeas 101
TO remMOVE the PrOCESSOI AN ..ot e e e e e e e e e e e e e e e e e e et e e e e e st e e e e eeeaeas 101
Chapter 9: Replacing media drives........ccccviiiieemcciniiiiir s s 105
SCSI and IDE driVe CabIiNgG........ueiiieiiiiiiii e iee ettt e et e e e ettt e e e et e e e e e bt e e e e e ansbeeeeeeanneeeeeeennneeas 105
107= 1 o] 1aTe o [F=To | = o o TR PP 105
Replacing @ faulty Nard AriVE........coi it e et e e e e ettt e e e s e e e e s annreeee s 106
[ =T o e [NV o L=T ot ] o) o) o TR PRSPPI 107
Y0201 W [V o= o110 To TR PSR RPPPOPPPPP 107
Hard drive CONTIQUIATION. .........uuieeiiiiiee et e e e e e e e e e e e e e e e e e e aaab b s enneeeeeeas 107
Filler panels and EMI ShI€IAS. .........oooeiiiiiiie et e e e e e e e e e e et e e e e e e eaeeeeeeesenannan 108
To remove a hard drive from the SEIVET.........coi i e 109
TO INStAll the NAIA AFIVE. ...ttt e oo ettt et e e e e e e e e e e s eeeees 111
RepIacing the tape ArIVE........ooeiieeeeeee e e e e e e e e e e e e e et et e e e e te s e e e e e e eeeaaeaaaaaeeeaennes 113
Filler panels and EMI ShI€IAS..........ccooi ittt ettt e e e e e e e e e e e e aeaaaaaeeeaeenes 113
Tape drive CONTIQUIATION. ..ottt ettt e e e e e e e e e e e e e e e e e s e e e e ensbabbesbeeeeeeeeeeas 113

8 Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



TO remMOVE the tAPE AIIVE.......eiii et e et e e e et e e e et e e e e e nnb e e e e e e nneeas 114

To install @ replacemMent taPE AFIVE. ... .eiiii ettt e e e a e e 115
Replacing the CD-ROM AFIVE.........ouiiiiii ittt e e e e sttt e e e e anb et e e e e anbeeeeeeeanbeeeeeeaanes 117
TO remove the CD-ROM AFIVE.........uiiiiiiiie et e e e e et e e e e et e e e e e e nnneeas 117
To install a replacement CD-ROM AIiVE........coiiiiiiiiiiee ittt e e et e e e e e nneeeas 118
Replacing the floppy diSK AriVE.........ooi ettt e et e e et e e e e e anbeeeeeeaanes 119
To remove the FIOPPY ISK AIIVE......ooiiiiiiie e e e e e e e e e nneeas 120
To install a replacement flOpPY AiSK AriVe.........oooiiiiiiiii e 121
Chapter 10: RAID Operations...........ccooiiiiiiiiiieecmescissss s s s s s sssssssssssssssssssssse s s s esssssnssssssssssssnns 125
[a I (g SRl =T o) (=] S OO P URPPPPPPPRPUPPIOt 125
RAUD OVEIVIEW. ...ttt ettt e e 4okttt e £ 4 skttt 4o 44 a kb e et e e e 44 ab e e et e e e e s bttt e e s e nnnneeeeeas 125
RAID configuring @nd SPIttiNg. ...ttt e e e e e e e e e e e e e e e e eeeeas 125
Verifying the RAID fIIMWAIE... ...ttt ettt e e e e e e e e e e e e e et e e e e e e e e aaaaaeaaeaaan 126
To verify the RAID firMWare VEISION. ... ... ettt e e e e e e e e e e e e e e e e e e e eaaaaaeaeaeaaaannnnnnes 126
To upgrade or downgrade the RAID firmMWare...........oooiiiiiiiie et e e e e e e e e e e e e e nenneeees 127
Configuring RAID using LSI Elite 1600 controller and Ctrl+M.............ooooiiiiiiiiii e 128
To configure an LSI Elite 1600 RAID SYSIEM.......coiiiiiiiiiiie e 128
Replacing the LSI1600 or LSI320-2 card wWith LSIS20-2..........coiiiiiiiiiiiiieiieeec e 130
Verifying conSIStENCY ON the ArIVES.........uiiiiii e e e e e e anee 131
To perform a CONSISIENCY CRECK.........ooiiiiiii e 132
LB I o] 11111 o T PP PPPPPPPPI 132
LU0 =1 = T o T= Lo (U o PSSP 133
BT o] 1 (g T 0 | 5 SRR 133
Perform a CallPilot SOftWare UPGrade. ....... ..ot 134
To synchronize the RAID after @ successful UpGrade...........oooo i 134
To synchronize RAID after an unsuccessful UPGrade......... ..o 135
Task summary for CONfIGQUIING RAID........coi it 136
Task summary for RAID SPIING. ......oouueiii e 137
Chapter 11: Replacing or adding voice processing boards.........ccc.cccoviimmmrmmcciiiiinnneennnnnn. 141
TR {11 P= o) (= PRt 141
DSP numbering @nd [OCAtION. ............cooiiiiii et e e e e e e e e e e e e e e e e e e e e e e e e e e e aaaaeas 141
DSP numbering on MPBOB6 DOAIAS. ........ccooiiiiiiiieieeeeee et e e e e e e e e e e e e e e aa s 141
Replacing MPBO6 DOAIAS. .........uu it e et e et e e e e e e e e e e e e ae et aeaaaeaeeeaeaenrana, 142
LYo U1 = 0 0 T=T o S SSPPSPPR 143
To replace an MPBOG DOAIM. ...........ouuiiiiiiiiiiei et e e e e e e e e e e e e e e eeeeeeeeeeeesessnbns i aeaeeeeeaeas 144
Chapter 12: Working with DIMMs and the CPU............oemmmiiii e 147
T gL e el s F=T o] (Y PSR TPRRRP 147
Replacing or adding baseboard DIMMS............coii it e e e e e annreeeeeas 147
DIMM sizes and ComMPatiDility............ueeiiiiiie e 147
To remove basebOard DIMMS. ...ttt e e e et e e e e e e e e e e e nnneeas 148
To INStall DASEDOAIA DIMMS......ccoitiiie et e e et e e e ettt e e e e et e e e e e anbee e e e e e nneeas 149
[RX=To] F= Tl oo 1 TS 0 PSSP 150
CPU replacement package CONENES. ........oiui it e e e e e e e aneeas 150
TO remove the Taulty CPU...... ..ot et e e e e e e e e e st e e e e e e nneeeas 151
L T3 €= 1= T 1=V O = PR 154
Chapter 13: Working with the Avaya CallPilot® server BIOS............ccccoiiiiiiinnennnecinnnen, 161
T gL Es el g =T o] (] TP PPPPPPPPPPN 161
OVEIVIBW. ...ttt e+ttt 444 a ettt e £ 442kttt e+ 4 4R b et 4444k e ettt e e 4R b et e e e e e e e e e e e b e e e e e e e anres 161

Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010 9



To determine the BIOS FelEASE.........ooueiiiii et 161
@ SISt 111 0o L3 PRSPPI 162
/= 1 PRSPPI 162
e 1= 1 o= o H O EPP S PPPPPSR 163
R T=T U 2SRRI 164
R T=Y Y= PRSP 164
T o | S USSP SPPSPR 165
Updating and configuring the BIOS ...t e e eneeeeeas 166
BIOS update availability............ooiiiiie e e e 166
To CONfIGUIE the BIOS.......ee ettt e e e e et e e e e e e e bt e e e e e e nbee e e e e e e nneeas 166
Recovering from corrupted CMOS and BIOS....... ... 167
To recover from @ COrrupted CIMOS ... ... e et e et e e e e e e e e e e nneeeas 168
Chapter 14: 703t description reference..........cceeuuciiiiiiiiiiiicccc e 171
[ IR (gl eI T o] o 1Y o Lo | SO UUUPPPPTPRPPIOt 171
SEIVEI fEALUIES. ...ttt oot e oottt e £ e sttt e e e bbbt e e e e b e e e e e e e e e e 171
FroNt PANEI FEATUIES. ...ttt e e e e e e e e e e e e e et e e et et eeeeeeeeeaeaeeeeeessensananas 172
[T T o T a1 I L= | = o PSSP 174
SIOt @SSIGNMENTS. ...ttt e e e e b e e e e e e e e e e e e e e e e e 176
Slot definition and NUMDEIING. ......coiiiii e e e e 176
] @ I g 4 F= o] o1 To =1 o [ T PP 177
3T = 179

10  Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



Chapter 1: Customer service

Visit the Avaya Web site to access the complete range of services and support that Avaya provides. Go
to www.avaya.com or go to one of the pages listed in the following sections.

Navigation

* Getting technical documentation on page 11

* Getting product training on page 11

* Getting help from a distributor or reseller on page 11

* Getting technical support from the Avaya Web site on page 12

Getting technical documentation

To download and print selected technical publications and release notes directly from the
Internet, go to www.avaya.com/support.

Getting product training

Ongoing product training is available. For more information or to register, you can access the
Web site at www.avaya.com/support. From this Web site, you can locate the Training contacts
link on the left-hand navigation pane.

Getting help from a distributor or reseller

If you purchased a service contract for your Avaya product from a distributor or authorized
reseller, contact the technical support staff for that distributor or reseller for assistance.
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Customer service

Getting technical support from the Avaya Web site

The easiest and most effective way to get technical support for Avaya products is from the
Avaya Technical Support Web site at www.avaya.com/support.

12  Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010


http://www.avaya.com/support

Chapter 2: About this guide

In this chapter

Maintenance and diagnostics overview on page 13

Maintenance and diagnostics overview

The maintenance and diagnostic activities discussed in this guide are divided into two groups of
activities:
« troubleshooting and diagnostics (identifying the cause of and resolving system problems)
* hardware maintenance

This guide is for administrators, technicians, and engineers responsible for maintaining an
Avaya CallPilot® server. This guide assumes that you have basic computing skills, and are
familiar with necessary safety procedures. If you are not able to resolve your problem with the
resources described in this guide, you can also refer to the following document:

Troubleshooting Guide (NN44200-700)

' Note:

Avaya continually updates the Troubleshooting Guide. You can obtain the latest version from
www.avaya.com/support.

The Installation and Configuration Task List (NN44200-306) explains how to restart, shut down,
and power up the Avaya CallPilot server. When you purchased your CallPilot server, it came
preinstalled with the operating system and CallPilot server software. If your CallPilot server no
longer functions because of a software problem, you may need to reinstall the CallPilot
software or rebuild the system.

Replacement parts

Before replacing any parts on your server, refer to the Avaya product catalog for the part codes.
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A Caution:

Risk of system damage

The use of parts that are not supplied by Avaya can cause serious system problems or void
your Avaya warranty.

Preparing for maintenance activities

Before you proceed with hardware maintenance activities, review the Installation and
Configuration Task List (NN44200-306) and the 703t Server Hardware Installation
Guide(NN44200-304) guide for the following information:

* required tools and equipment

* recommended safety precautions for electrostatic discharge, handling cards, and
handling your server

* instructions for shutting down your 703t server or for taking it out of service

Customer Documentation Map

The following diagram shows the overall organization and content of the CallPilot
documentation suite.

Table 1: CallPilot Customer Documentation Map

Fundamentals
Avaya CallPilot® Fundamentals Guide (NN44200-100)
Avaya CallPilot® Library Listing (NN44200-117)
Planning and Engineering
Avaya CallPilot® Planning and Engineering Guide (NN44200-200)
Avaya CallPilot® Network Planning Guide (NN44200-201)

Avaya Communication Server 1000 Converging the Data Network with VolP
Fundamentals (NN43001-260)

Solution Integration Guide for Avaya Communication Server 1000/CallPilot®/NES
Contact Center/Telephony Manager (NN49000-300)

Installation and Configuration

Avaya CallPilot® Upgrade and Platform Migration Guide (NN44200-400)
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Customer Documentation Map

Avaya CallPilot® High Availability: Installation and Configuration (NN44200-311)
Avaya CallPilot® Geographic Redundancy Application Guide (NN44200-322)
Avaya CallPilot® Installation and Configuration Task List Guide (NN44200-306)
Avaya CallPilot® Quickstart Guide (NN44200-313)
Avaya CallPilot® Installer Roadmap (NN44200-314)
Server Installation Guides
Avaya CallPilot® 201i Server Hardware Installation Guide (NN44200-301)
Avaya CallPilot® 202i Server Hardware Installation Guide (NN44200-317)
Avaya CallPilot® 202i Installer Roadmap (NN44200-319)
Avaya CallPilot® 703t Server Hardware Installation Guide (NN44200-304)

Avaya CallPilot® 1002rp Server Hardware Installation Guide
(NN44200-300)

Avaya CallPilot® 1002rp System Evaluation (NN44200-318)

Avaya CallPilot® 1005r Server Hardware Installation Guide
(NN44200-308)

Avaya CallPilot® 1005r System Evaluation (NN44200-316)

Avaya CallPilot® 1006r Server Hardware Installation Guide
(NN44200-320)

Avaya CallPilot® 600r Server Hardware Installation Guide
(NN44200-307)

Avaya CallPilot® 600r System Evaluation (NN44200-315)
Configuration and Testing Guides

Avaya Meridian 1 and Avaya CallPilot® Server Configuration Guide
(NN44200-302)

Avaya T1/SMDI and Avaya CallPilot® Server Configuration Guide
(NN44200-303)

Avaya Communication Server 1000 System and Avaya CallPilot® Server
Configuration Guide (NN44200-312)

Unified Messaging Software Installation

Avaya CallPilot® Desktop Messaging and My CallPilot Installation and
Administration Guide (NN44200-305)

Administration
Avaya CallPilot® Administrator Guide (NN44200-601)
Avaya CallPilot® Software Administration and Maintenance Guide (NN44200-600)

Avaya Meridian Mail to Avaya CallPilot® Migration Utility Guide (NN44200-502)
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Avaya CallPilot® Application Builder Guide (NN44200-102)
Avaya CallPilot® Reporter Guide (NN44200-603)

Maintenance
Avaya CallPilot® Troubleshooting Reference Guide (NN44200-700)
Avaya CallPilot® Preventative Maintenance Guide (NN44200-505)
Server Maintenance and Diagnostics

Avaya CallPilot® 201i Server Maintenance and Diagnostics Guide
(NN44200-705)

Avaya CallPilot® 202i Server Maintenance and Diagnostics Guide
(NN44200-708)

Avaya CallPilot® 703t Server Maintenance and Diagnostics Guide
(NN44200-702)

Avaya CallPilot® 1002rp Server Maintenance and Diagnostics Guide
(NN44200-701)

Avaya CallPilot® 1005r Server Maintenance and Diagnostics Guide
(NN44200-704)

Avaya CallPilot® 1006r Server Maintenance and Diagnostics Guide
(NN44200-709)

Avaya CallPilot® 600r Server Maintenance and Diagnostics Guide
(NN44200-703)

Avaya NES Contact Center Manager Communication Server 1000/
Meridian 1 & Voice Processing Guide (297-2183-931)

End User Information
End User Cards

Avaya CallPilot® Unified Messaging Quick Reference Card
(NN44200-111)

Avaya CallPilot® Unified Messaging Wallet Card (NN44200-112)

Avaya CallPilot® A-Style Command Comparison Card (NN44200-113)
Avaya CallPilot® S-Style Command Comparison Card (NN44200-114)
Avaya CallPilot® Menu Interface Quick Reference Card (NN44200-115)

Avaya CallPilot® Alternate Command Interface Quick Reference Card
(NN44200-116)

Avaya CallPilot® Multimedia Messaging User Guide (NN44200-106)

Avaya CallPilot® Speech Activated Messaging User Guide
(NN44200-107)

Avaya CallPilot® Desktop Messaging User Guide for Microsoft Outlook
(NN44200-103)
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Avaya CallPilot® Desktop Messaging User Guide for Lotus Notes
(NN44200-104)

Avaya CallPilot® Desktop Messaging User Guide for Novell Groupwise
(NN44200-105)

Avaya CallPilot® Desktop Messaging User Guide for Internet Clients
(NN44200-108)

Avaya CallPilot® Desktop Messaging User Guide for My CallPilot
(NN44200-109)

Avaya CallPilot® Voice Forms Transcriber User Guide (NN44200-110)

The Map was created to facilitate navigation through the suite by showing the main task groups
and the documents contained in each category. It appears near the beginning of each guide,
showing that guide's location within the suite.
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Chapter 3: Troubleshooting your Avaya
CallPilot® system

In this chapter

Overview on page 19

Interpreting front panel LEDs on page 20

Interpreting rear panel LEDs on page 25

Interpreting internal LEDs on page 26

Interpreting POST diagnostics on page 28

SCSI controller diagnostics on page 30

RAID controller diagnostics on page 30

What to do when the server fails to boot into service on page 31

Overview

This section describes the startup diagnostics available on the 703t server and the methods
for troubleshooting startup problems. the following topics are covered:

* Hardware LED states starting on Interpreting front panel LEDs on page 20

* Power-On Self-Test (POST) diagnostics on Interpreting POST diagnostics on page
28

» SCSI controller diagnostics on SCSI controller diagnostics on page 30

* RAID controller diagnostics RAID controller diagnostics on page 30

» What to do when the server fails to boot into service on \What to do when the server fails to
boot into service on page 31
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Interpreting front panel LEDs

This section describes LED states visible on the 703t server front panel.

LED locations

Figure 1: LED locations on page 21 shows where the LEDs are located.
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Network LED states
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Figure 1: LED locations
The server LEDs, from top to bottom and left to right, indicate the status of the following:

* the ELAN and CLAN network interfaces
* hard drive

* power/sleep

* system

LEDs are also provided on the SCSI tape drive faceplate, floppy disk drive faceplate, and the
IDE CD-ROM drive faceplate.

Network LED states

The network LEDs are green and are located as follows:
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LED position Controller name Controller type LAN type
Left NICA1 10/100Base-T ELAN
Right NIC2 10/100/1000Base-T CLAN
IF the network interface THEN
LED is
off a valid hardware connection with the network has not been
established.

Ensure that the Ethernet cable is connected to both the Ethernet
connector on the server and the respective network hub. If the
cable is connected, ensure that the cable is serviceable.

on a valid hardware connection with the network has been
established.

Note:

Before the 703t server can receive or transmit data, you must
configure valid IP settings on the 703t server.

blinking rapidly activity is occurring on the network.

Note:

This does not mean that the 703t server is actually
transmitting or receiving packets.

Hard drive LED states

The hard drive LED (the first LED in the row of LEDs below the power button on the 703t server
front panel) is not used because the 703t server is actually equipped with two hard drives.
There are no LEDs on the hard drives.

If hard drive faults occur on the 703t server, you can investigate them by reviewing events in
the following:

* operating system Event Viewer (see Viewing event logs on page 36)

 Avaya CallPilot Event Browser (see Event Browser on page 60)

You can also view the status of each hard drive in the MegaRAID Client. For instructions on
accessing and using this utility, see RAID operations on page 125
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Power/sleep LED states

Power/sleep LED states

The power/sleep LED is the middle LED in the row of LEDs below the power button on the
703t server's front panel (see "Status LEDs" in the diagram on LED locations on page 20). The

LED is green.
IF the power/sleep status AND THEN
LED is
green steady the server is powered on.
off not applicable the server is powered off.

Note:
The Avaya CallPilot operating system does not support sleep mode on the server.

System status LED

The system status LED is the right LED in the row of LEDs below the power button on the 703t
server's front panel (see "Status LEDs" in the diagram on LED locations on page 20).

Note:

If the status LED indicates a problem, you can learn more about the problem by using the
server's event log. For more information, see Viewing event logs on page 36.

IF the system status LED AND THEN
is
green steady the server is operating normally.
blinking the server's processor or memory is
disabled.
amber steady « a critical temperature or voltage fault has
occurred.

 the CPU is not installed or is not
functioning.
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IF the system status LED

AND

THEN

blinking

* a power fault has occurred.
* a fan is faulty.

* a non-critical temperature or voltage fault
has occurred.

off

a fatal error occurred during the power-on
status test (POST).

Tape drive LED states

The 703t server is equipped with an SLR60 tape drive. Three LEDs are located on the drive's
front panel. They are referred to as left, center, and right in the following table:

Table 2: SLR60 LEDs

Left - Center - Right - Description
Ready Activity Error
Green Green Amber
On On On LED test (2 seconds at power on) is running.
Blinking Off Off « Power-up self-test is running.
» Diagnostic cartridge activity is running.
Off Off Off * Cartridge is not inserted
* Tape is not loaded
On Off Off « Cartridge is not inserted
* Tape is loaded but is not moving
On Blinking Off * Tape is loaded and moving
* Tape is loading or unloading
» Cartridge is ejecting
Off Off On * Cleaning is required
* Cartridge/tape is not loaded
On Off On

* Cleaning is required

* Tape is loaded but not moving
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CD-ROM drive LED states

Left - Center - Right - Description
Ready Activity Error
Green Green Amber

On Blinking On « Cleaning is required

* Tape is loaded and moving
* Tape is loading or unloading

« Cartridge is ejecting

Off Blinking On Cleaning is in progress

Off Off Blinking + Unrecoverable tape drive failure has occurred.
* Cartridge has failed

* Microcode download failure has occurred

Note:
If the LED states indicate an error, contact your Avaya technical support representative.

CD-ROM drive LED states

The CD-ROM drive's status LED is located on the drive's front panel. Refer to the following
table when interpreting the CD-ROM drive's status:

IF the CD-ROM drive LED is THEN
off the CD-ROM drive is idle.
on the CD-ROM drive is being accessed.

Interpreting rear panel LEDs

This section describes LED states visible at the back of the 703t server.

MPB96 DS30 connection link LED states

Refer to Slot definition and numbering on page 176 for the slot position of the MPB96 boards in
your server.
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Figure 26: MPB96 board on page 142 shows the location of three green LEDs on the MPB96
card bracket.

When THEN
all three are On the cables are connected properly.
one or more are Off « there is no connection to the switch.

« the connection to the switch is intermittent.

« the DS30 clock signal coming from the MGate card
(NTRB18CA) is not working correctly.

You should:

« check each of the three individual branches of the
DS30 cable for faults, or replace the cable.

* check for a faulty MGate card (NTRB18CA) in the
switch.

Blue LED

The blue LED in the back of the 703t system is not used in CallPilot.

It comes on for only a moment during a server reboot.

Interpreting internal LEDs

This section describes LED states visible inside of the 703t server cabinet.

MPB96 LED states

There are three LEDs on the top of the MPB96 board. They are visible even from outside the
server cabinet, through the rear grill.
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PCI FPGA Done LED (closest to the I/O card bracket)

PCI FPGA Done LED (closest to the I/O card bracket)

This LED should go ON at power up and then OFF right away. This LED activity indicates that
the board is working properly and was correctly detected by the system.

If the LED stays ON after power up, the card is faulty, and you must replace the board.

DSP FPGA Done LED

This LED comes on at power up and stays ON until the CallPilot drivers are loaded just before
the diagnostic screen starts.

If this LED stays ON after the system has booted in the operating system and the CallPilot
diagnostic screen has started, either the board is faulty or there is a problem with the CallPilot
DSP and Windows Bus drivers.

CTbus FPGA Done LED (furthest from the I/O card bracket)

This LED works in tandem with the "DSP FPGA Done" LED, and should go on and off at the
same times.

RAID controller LED states

Refer to Slot definition and numbering on page 176 for the slot position of the RAID boards in
your server.

There is one red LED and a row of eight small LEDs at the back of the RAID board.

To check if RAID board is working properly

1. The red LED comes on briefly at power up, then goes off. This indicates that the
card was accessed for detection successfully.
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At the same time, all eight LEDs at the back will light.
2. Four of the eight LEDs will then go off and stay that way.
There are four LEDs lit when the RAID card is working properly.

If all eight LEDs stay on after power up and boot, the card was not detected or is faulty.

Interpreting POST diagnostics

The Power-On-Self-Test (POST) is a system diagnostic program (stored in the BIOS) that runs
each time the 703t server is started. The function of POST is to test system components and
then to display status messages.

POST reports on the system status using POST beep codes. If an error occurs before video
initialization, POST emits beep codes that indicate errors in hardware, software, or firmware.

A beep code is a series of separate tones, each equal in length. Record the beep codes that
you hear before calling your Avaya customer support representative.

0 Important:

Some POST beep codes are critical and require you to replace your motherboard. Refer to
the tables in this section for more information about beep codes.

Types of beep codes

There are three types of beep codes on the 703t server:
* BIOS recovery beep codes (during a BIOS recovery procedure)
* bootblock error beep codes (for normal operation)
* bootblock error 3-beep codes (for normal operation)

Table 3: BIOS recovery beep codes

Beeps Error message Description
1 Recovery started Recovery process started.
2 Recovery boot error Unable to boot from floppy disk drive or CD-
ROM drive. Recovery process will retry.
Series of low- Recovery failed Unable to process valid BIOS recovery
pitched single images. BIOS has already passed control to
beeps the operating system and flash utility.
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Beeps Error message

Types of beep codes

Description

2 long high-
pitched beeps

Recovery complete

BIOS recovery succeeded. Ready for power-
down or restart.

3 Recovery failed

Recovery failed. Disk is not bootable or the
disk is not inserted.

Table 4: Bootblock error beep codes

Number of Error message Error message and conditions
beeps
1 Refresh Timer Failure The memory refresh circuitry on the
motherboard is faulty.
2 Parity Error Parity cannot be reset.
3 Boot Block Failure See Table 5: Bootblock error 3-beep
codes on page 29.
4 System Timer System timer not operational.
5 Processor Failure Processor is faulty.
6 Keyboard Gate A20 Keyboard may be bad.
Failure
7 Processor Exception Int  Processor generated an exception interrupt.
error
8 Display Memory Read/ Video adapter is missing or faulty. This is not
Write Error a fatal error.
9 ROM checksum error BIOS checksum error has occurred.
10 Shutdown register error ~ Shutdown register read/write error has
occurred.
11 Invalid BIOS General BIOS error has occurred.

Table 5: Bootblock error 3-beep codes

Number of POST code Expansion card/controller
beeps

3 00h No memory was found in the system.
3 01h Memory of mixed types was detected.
3 02h EDO is not supported.
3 03h First row memory test has failed.
3 04h Mismatched DIMMs are in a row.
3 05h Base memory test failed
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Number of POST code Expansion card/controller
beeps
3 06h Decompressing post module failed.
3 07-0Dh Generic memory error has occurred.
3 OEh SMBus protocol error has occurred.
3 OFh Generic memory error has occurred.
3 DDh CPU microcode cannot be found for
processor in slot 0.

3 EEh CPU microcode cannot be found for

processor in slot 1.

SCSI controller diagnostics

BIOS initialization

Most information about SCSI is displayed as part of the BIOS initialization screen.

During BIOS initialization, check to make sure that the tape drive is listed correctly. If the tape
drive is not listed correctly:

* Ensure that internal cable connections are made properly.
» Check that tape drive settings are correct.
» Check tape drive termination.

For more information refer to:

« SCSI and IDE drive cabling on page 105
* Replacing the tape drive on page 113

RAID controller diagnostics

Most diagnostic information about RAID is available through beep warnings and status LEDs
when the server is rebooting.
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For more information refer to:

» Hard drive LED states on page 22

* RAID controller LED states on page 27

* When the 703t server does not boot and makes audible beeps on page 32

« When the 703t server boots to the operating system and makes audible beeps on
page 33

What to do when the server fails to boot into service

The following sections suggest tasks you can perform to determine why the 703t server fails
the bootup cycle.

To investigate server boot problems
1. Ensure that you accurately record any diagnostic codes and error messages that
occur.
2. Try restarting the server by pressing the power button on the server.
3. During the boot sequence, view the diagnostic codes on the monitor for failures.

Note:
Allow 5 minutes for the boot cycle to complete.

4. Iferrorsindicate a hardware problem with a failure to boot to the operating system or
if the server boots to the operating system, but fails to boot into CallPilot, refer to
the CallPilot Troubleshooting Guide

5. If you still cannot find the cause of the boot failure after performing the tasks
described in the following sections, call your Avaya technical support
representative.

When the 703t server does not boot and there are no audible
beeps
To check why server fans are not turning when server does not boot

1. Ensure that the power cord is properly connected into an electrical outlet.

2. If the problem continues, ensure that there is power to the electrical outlet.
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To check why server does not boot with fans turning

1. Ensure that the monitor is turned on.

2. If the problem continues, ensure that the internal power supply to the boards is
connected correctly.

When the 703t server does not boot and the system board
LED is red

If the right-most status LED on the front of the 703t server is red, this is usually due to failure
of the Board Management Controller.

The most likely cause is changing boards without completely powering down the 703t server
and disconnecting the power cable.

To check why server does not boot and system board LED is red

Shut down the 703t server

Disconnect the power cable.

Wait 1 minute.

Reconnect the power cable and attempt to restart the 703t server.

o b~ 0Dd -~

If the problem continues, contact your Avaya technical support representative for
assistance.

When the 703t server does not boot and makes audible
beeps

If beeps are short

If the beeps are short in length, they are from the system board.

Typically, you will not see any video displayed on the monitor, and the right-most status LED
on the front of the 703t server will show a blinking or steady amber.
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If beeps are long

To check why server does not boot and makes beeps

1. Make a note of the number of beeps and any error messages or POST codes.

2. Refer to Table 4: Bootblock error beep codes on page 29 and Table 5: Bootblock
error 3-beep codes on page 29, and use the collected information to identify the
cause of the failure.

3. Replace any component that is indicated as faulty.

If beeps are long

If the beeps are a series of high-pitched, long beeps, they are from the RAID system.

Typically, you will see messages displayed on the monitor indicating that the system is in a
critical state.

1. Ensure that internal hard drive cables are properly connected.
2. If the problem continues, RAID BIOS may be corrupted.

3. If the problem continues, the drive is faulty. Replace the hard drive as described in
Replacing a faulty hard drive on page 106.

When the 703t server boots to the operating system and
makes audible beeps

If the 703t server boots to the operating system but still makes audible beeps, one of the hard
drives is in critical condition.

To check if server has a hard drive in critical condition

Rebuild the hard drive as soon as the operating system has finished loading. Refer to
RAID splitting on page 132.

When the 703t server boots to the operating system but
does not boot to CallPilot

If the 703t server does not boot to CallPilot, it may be due to the failure of a multimedia board.
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To check if multimedia board has failed

1. Check the diagnostic screen that is displayed immediately after you reboot the
system, and view the event logs. For instructions, see Viewing event logs on
page 36.

2. If the diagnostic or event log information indicates failure of a multimedia board,
replace the card as described in Replacing MPB96 boards on page 142.

3. If the diagnostic or event log information does not indicate failure of a multimedia
board, a software failure is the likely cause.

Refer to the Software Administration and Maintenance Guide (NN44200-600) for
instructions on how to reinstall software.
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Chapter 4: Using Windows online
diagnostic tools

In this chapter

Overview on page 35

Viewing event logs on page 36

Using TCP/IP diagnostic tools on page 39

Using the chkdsk utility on page 47

Overview

This section describes how to access the runtime online diagnostic tools provided by the
Windows server software. Use these tools when a serious problem prevents the use of the
Avaya CallPilot® diagnostic tools that are available in CallPilot Manager.

& Caution:

Risk of software corruption

Do not run any utilities that are not documented in this guide.

Operating system Event Viewer

The operating system Event Viewer provides event logs to help you diagnose and debug
system problems.
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TCPI/IP diagnostics

The following TCP/IP diagnostic tools are described in this chapter:

* ipconfig on The ipconfig command on page 40

* ping on The ping command on page 41

» tracert on The tracert command on page 42

 arp on The arp command on page 43

* nbtstat on The nbtstat command on page 45

* netstat on The netstat command on page 46

These utilities help you to verify network connectivity. They help you to thoroughly test the
network interface and isolate any configuration problems. Network connectivity is essential to
CallPilot operation.

chkdsk utility

The chkdsk utility checks a specified disk on the server and displays a status report. It is an
online utility, but it reduces system performance while it is running.

Viewing event logs

When the server startup cycle is complete, and if the CallPilot server has been configured (refer
to the Installation and Configuration Task List (NN44200-306), messages in dialog boxes on
the monitor indicate that CallPilot is ready to accept calls.

If one or more messages appears on the monitor, the message may contain information about
an event, or a fault may have occurred. To determine what happened, you can use the
following:

* operating system Event Viewer on the 703t server

+ CallPilot Event Browser or Alarm Monitor in CallPilot Manager

' Note:

The Event Browser and Alarm Monitor include online Help for events, which may help you
to resolve the problem. If you cannot log on to the CallPilot system using a web browser due
to server problems, then use the Event Viewer.
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Types of event logs

Three types of event logs are available from the Event Viewer, as follows:

Log type Description

System Logs events by Windows components, including RRAS or other
Windows services.

Security Logs security events, such as logons, logoffs and illegal access.
This option is available only to users with Administrative access.

Applications Logs events by application, such as database file errors.

To use the operating system Event Viewer

1. Click Start — Programs — Administrative Tools — Event Viewer.

Result: The Event Viewer window appears.

B Event Viewer /=] E3

| Fle Action VYiew Help

i- E;fsnt.;v'i.swsr (Locab

MNarne | Type | Description | Size I
!'_-3| Application Log Application Error Records 7.0 MB
H Security Log Security Audit Records 256.0KB
%‘_a| Systern Log System Error Records S12.0KB

Figure 2: Event viewer window

2. To view a log, click the name of the log in the left frame of the window.
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Figure 3: Application Log.
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Figure 4: System log.

9 Note:

The Security log available only to administrators is not shown.

3. Look for error codes flagged with either of the following icons that have occurred
since the last startup.
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DA

Note:
Each error is date and time stamped.

@ Indicates maijor or critical errors
& Indicates minor errors
@ Indicates information

4. To determine the cause of the error, select and then double-click the error.

Result: A description of the error appears in an Event detail dialog box. Use the
description to help determine how to resolve errors.

Note:

If the error persists or does not suggest a solution, contact your Avaya support
representative.

5. Click OK.

Result: The event log reappears.
6. Click File — Exit.

Result: The Event Viewer closes.

Using TCP/IP diagnostic tools

This section describes the following TCP/IP diagnostic tools available for the network adapter:
* ipconfig
* ping
» tracert
sarp
* nbtstat
* netstat

These utilities help you to verify network connectivity, test the network interface, and isolate
configuration problems.
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The ipconfig command

The ipconfig command displays IP configuration information.

Ipconfig default

If you run the command without flags, it displays the IP address, subnet mask, and default
gateway for each adapter bound to TCP/IP.

Ipconfig command syntax
ipconfig /[ 1

The following flags are available for the ipconfig command:

Flag Description
? Displays Help information.
fall Displays full configuration information.
release Releases the IP address for the specified adapter.
/renew Renews the IP address for the specified adapter.

To run the ipconfig command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.

2. At the Command prompt, type ipconfig <with appropriate parameters>.

Example: ipconfig /all

3. Press Enter.

Result: The system runs the ipconfig utility.

4. Type Exit to exit the Command Prompt window and return to Windows.
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The ping command

The ping command sends an echo request to a specified host. Use this command to verify
network connectivity to the remote device.

Ping command syntax

The ping command uses the following syntax:

ping [-t] [-a] [-n count] [-1 size] [-f] [-1 TTL] [-v TOS] [-r count]
[-s count] [[-J host-1list] | [-k host-list]] [-w timeout]
destination-1list

Table 6: Ping command parameters

Parameter Description
-t Pings the specified host until interrupted.
-a Resolves addresses to host names.
-n count Specifies the number of echo requests to send.
-l size Sends buffer size.
-f Sets Don't Fragment flag in packet.
-i TTL Sets Time-To-Live
-v TOS Sets Type Of Service
-r count Records route for count hops
-s count Shows time stamp for count hops
-j host-list Shows loose source route along host list
-k host-list Shows strict source route along host list
-w timeout Sets time-out in milliseconds to wait for each reply

To run the ping command from Windows

1. Click Start — Programs — Accessories — Command Prompt.
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Result: The Command Prompt window appears.

2. At the Command prompt, type ping <destination IP address> (for example, ping
200.286.32.0), or ping <computer name>.

3. Press Enter.
Result: The system displays the ping results.

4. Type Exit to exit the Command Prompt window and return to Windows.

The tracert command

This utility determines the route taken to a destination.

How tracert works

The tracert utility follows several steps to complete its task:

* Tracert sends Internet Control Message Protocol (ICMP) echo packets with varying Time-
To-Live (TTL) values to the destination.

» Each router along the path must decrement the TTL on a packet by at least one before
forwarding it, so the TTL is effectively a hop count.

* When the TTL on a packet reaches zero, the router sends back an ICMP Time Exceeded
message to the source system.

* Tracert determines the route by sending the first echo packet with a TTL of one, and
incrementing the TTL by one on each subsequent transmission until the target responds,
or the maximum TTL is reached.

* Tracert then examines the ICMP Time Exceeded messages sent back by intermediate
routers.

Tracert syntax

The tracert command uses the following syntax:

tracert [-d] [-h maximum hops] [-J host list] [-w timeout]
target name
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To run the tracert command from Windows

Table 7: Tracert parameters

Parameter Description
-d Specifies not to resolve addresses to hostnames.
-h maximum_hops Specifies the maximum number of hops to search for the target.
-j host-list Specifies a loose source route along the host list.
-w timeout Waits the number of milliseconds specified by the time-out for
each reply.
target_name Shows the name of the target host.

To run the tracert command from Windows

1. Click Start — Programs — Accessories — Command Prompt.
Result: The Command Prompt window appears.
2. At the Command prompt, type the following command:

tracert [-d] [-h maximum hops] [-J host list] [-w timeout]
[target name]

Example: tracert 200.286.0.32
3. Press Enter.

Result: The system runs the tracert utility.

4. Type Exit to exit the Command Prompt window and return to Windows.

The arp command

The arp command displays and modifies the IP-to-physical address translation tables used by
Address Resolution Protocol (arp).

Arp command syntax

The arp command uses the following syntax:

arp —-s inet addr eth addr [if addr]
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arp -d inet addr [if addr]
arp -a [inet addr] [-N if addr]

Table 8: Arp parameters

Parameter Description

-a Displays current arp entries by interrogating the current protocol
data. Ifinet_addr is specified, the IP and physical addresses for
only the specified computer appear. If more than one network
interface uses arp, entries for each arp table appear.

-g Same as -a.
inet_addr Specifies an Internet address.
if addr Specifies the Internet address of the interface whose address

translation table should be modified. If not present, the first
applicable interface is used.

eth_addr Specifies a physical address.

-N if_addr Displays the arp entries for the network interface specified by
if _addr.

-d Deletes the host specified by inet_addr.

-S Adds the host and associates the Internet address inet_addr

with the Physical address eth_addr. The physical address is
given as six hexadecimal bytes separated by hyphens. The
entry is permanent.

To run the arp command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.

2. At the Command prompt, type arp with the required parameters (for example, arp
-g 200.286.0.32).

3. Press Enter.
Result: The system runs the arp command.

Type Exit to exit the Command Prompt window and return to Windows.
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The nbtstat command

The nbtstat command displays protocol statistics and current TCP/IP connections using NBT.

Nbtstat command syntax

The nbtstat command uses the following syntax:

nbtstat [-a remotename] [-A IP address] [-c] [-n] [-R] [-r] [-S]

[interval]

Table 9: Nbstat parameters

Parameter

Description

-a remotename

Lists the remote computer's name table using its name.

-A IP address

Lists the remote computer's name table using its IP address.

-C

Lists the contents of the NetBIOS name cache giving the IP
address of each name.

Lists local NetBIOS names. Registered indicates that the name
is registered by broadcast (Bnode) or WINS (other node types).

Reloads the LMHOSTS file after purging all names from the
NetBIOS name cache.

Lists name resolution statistics for Windows networking name
resolution. On a Windows computer configured to use WINS,
this option returns the number of names resolved and registered
through broadcast or through WINS.

Displays both client and server sessions, listing the remote
hosts by IP address only.

Displays both client and server sessions, and attempts to
convert the remote host IP address to a name using the HOSTS
file.

interval

Displays selected statistics, pausing interval seconds between
each display. Press Ctrl+C to stop displaying statistics. Without
this parameter, nbtstat prints the current configuration
information once.
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To run the nbtstat command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.
2. At the Command prompt, type nbtstat with the required parameters.

3. Press Enter.
Result: The system runs the nbtstat utility.

Type Exit to exit the Command Prompt window and return to Windows.

The netstat command

The netstat command displays current TCP/IP network connections and protocol statistics.

Netstat command syntax

The netstat command uses the following syntax:
netstat [-a] [-e] [-n] [-s] [-p proto] [-r] [intervall]

Table 10: Netstat parameters

Parameter Description

-a Displays all connections and listening ports.

-e Displays Ethernet statistics. This can be combined with the -s
option.

-n Displays addresses and port numbers in numerical form.

-S Displays per-protocol statistics.

-p proto Shows connections for the protocol specified by proto. Proto
can be tcp or udp. If used with the -s option, proto can be tcp,
udp, orip.

-r Displays the contents of the routing table.

interval Redisplays selected statistics, pausing between each display.

Press Ctrl+C to stop redisplaying.
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To run the netstat command from Windows

1. Click Start — Programs — Accessories — Command Prompt.
Result: The Command Prompt window appears.
2. At the Command prompt, type netstat with the required parameters.
3. Press Enter.
Result: The system runs the netstat utility.

4. Type Exit to exit the Command Prompt window and return to Windows.

Using the chkdsk utility

The chkdsk utility checks a specified disk on the server and displays a status report. It can be
run on drives C, D, E, or F. It is an online utility, but it reduces system performance while it is
running.

The chkdsk utility checks for problems at the Windows file system level. Any problems existing
at this level can cause problems for CallPilot. Even if there are no problems at the Windows
file system level, CallPilot can still be affected by problems at the CallPilot file system level.

' Note:

A version of this utility, called autocheck, automatically runs during Windows startup. Output
from this utility appears on the blue startup screen.

Chkdsk utility syntax

The chkdsk utility uses the following syntax:
chkdsk [drive:] [path]filename] [/F] [/V] [/R]

Table 11: Chkdsk parameters

Parameter Description
drive: Enter the drive letter of the drive that you want to check.
filename Enter the names of files to check for fragmentation.
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Parameter Description
/F Add this parameter to fix errors on the disk.
N Add this parameter to display the full pathname of every file on
the disk.
/R Add this parameter to locate bad sectors and to recover

readable information.

To run the chkdsk utility from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.
2. At the Command prompt, type chkdsk <drive letter:> (for example, chkdsk c:).
3. Press Enter.

Result: The system runs the chkdsk utility.

4. Type Exit to exit the Command Prompt window and return to Windows.
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Chapter 5: Using serial port diagnostic tools

In this chapter

Overview on page 49
Shutting down services on page 49

Conducting TSTSERIO tests on page 51

Conducting TSTSERIO tests with the loopback plug on page 53

Restarting services on page 54

Overview

You may want to test the serial ports when remote access does not work.

This chapter describes how to run serial port diagnostics on the Avaya CallPilotg server using
the TSTSERIO command. Direct the TSTSERIO command to serial ports on the server after
services on these ports have been shut down manually, as described in this chapter.

Shutting down services

This section describes how to shut down a service using a specific serial port. Use the following
procedures before invoking the TSTSERIO local loopback tests.

A Caution:

Risk of communications loss

By stopping the services on COM 1 or COM 2, you lose the support access feature.

A Caution:

Risk of stopping call processing
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By stopping the services on COM 2, you stop call processing on Avaya CallPilot.

Service to stop for COM 1 testing

Services to stop for COM 2 testing

* CallPilot SLEE Service

+ CallPilot MWI Service

+ CallPilot Access Protocol Emulator
+ CallPilot Blue Call Router

+ CallPilot Call Channel Router

+ CallPilot Time Service

* Routing and Remote Access

Net Stop command

Use the Net Stop command to stop a specified service on a serial port.

Net Stop command syntax

The Net Stop command uses the following syntax:

net stop "service_name"

0 Important:

You must restart the services that you shut down through the Net Start command after
running the diagnostic. For details, see Restarting services on page 54.
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To invoke the Net Stop command from Windows

To invoke the Net Stop command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.

2. At the Command prompt, type net stop "service_name", and then press Enter.

Note:
The quotation marks are required, as in the example above.

Result: The system runs the Net Stop command utility.

3. Type Exit, and then press Enter to exit the Command Prompt window.

Conducting TSTSERIO tests

The TSTSERIO command performs local loopback tests of the serial communication ports
from the server runtime environment.

' Note:

Before conducting these tests, shut down the appropriate services. See Shutting down
services on page 49.

& Caution:

Risk of communications loss
By stopping the services on COM 1 or COM 2, you lose the support access feature.

& Caution:

Risk of stopping call processing

By stopping the services on COM 2, you stop call processing on CallPilot.

TSTSERIO command syntax

The syntax for the TSTSERIO command is as follows:
TSTSERIO [/?] /P:comport [/S:subtstname] [/L:loops]
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Flag Requirement Description
? n/a Displays Help.
/P:comport Required Specifies the symbolic port name assigned to the port

you want to test.

/S:subtsthname  Optional Specifies a TSTSERIO subtest. See the table below
for a description of the available subtests.

/L:loops Optional Specifies the number of times (up to a maximum of 65
535) to execute the requested test. The default
number of tests is 1. A value of 0 infinitely loops until
you enter Ctrl+C.

TSTSERIO internal loopback diagnostic subtests

The following internal loopback subtests are available for the TSTSERIO command. For each
of these tests, the communications resource must be available:

Subtest name Description

idat Internal data bus loopback

imsr Internal modem status register

baud Internal data bus loopback at various baud rates
word Test 5-, 6-, 7-, and 8-bit data lengths

stop Test 1, 1.5, and 2 stop bits

pari Test odd/even parity

fifo Test that device can operate in fifo mode

To invoke the TSTSERIO /P command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.

2. Atthe Command prompt, type tstserio with the required parameters, and then press
Enter.
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TSTSERIO external loopback plug subtests

For example, type TSTSERIO /P com1 or TSTSERIO /P com 2, and then press
Enter.

3. Type Exit, and then press Enter to exit the Command Prompt window.

TSTSERIO external loopback plug subtests

The following external loopback subtests are available for the TSTSERIO command. For each
of these tests, an external loopback connector must be used. For more information, see
Conducting TSTSERIO tests with the loopback plug on page 53.

Subtest name Description

edat External data bus loopback. This test requires an external
loopback connector.

emsr External modem status register. This test requires an external
loopback connector.

eint Test ability of device to generate interrupts. This test requires
an external loopback connector.

To invoke the TSTSERIO /S command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.

2. Atthe Command prompt, type tstserio with the required parameters, and then press
Enter.

For example, type TSTSERIO /P com1 /S extr, and then press Enter.

3. Type Exit, and then press Enter to exit the Command Prompt window.

Conducting TSTSERIO tests with the loopback plug

The TSTSERIO command requires an external loopback connector plug for its edata, emsr,
and eint subtests.
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9-pin connector plug

The standard serial loopback connector is a female 9-pin D-sub connector. This connector has
the following pins wired together:

* CTS (pin 8) wired to (pin 7) RTS
* SIN (pin 2) wired to (pin 3) SOUT
* DTR (pin 4) wired to (pin 6) DSR

Once the plug is installed on the serial port, TSTSERIO can be invoked according to the To
invoke the TSTSERIO /P command from Windows on page 52.

Restarting services

This section describes how to restart the services for COM 1 or COM 2 after invoking the
TSTSERIO local loopback tests.

Service to restart after COM 1 testing

Services to restart after COM 2 testing

+ CallPilot SLEE Service

+ CallPilot MWI Service

+ CallPilot Access Protocol Emulator
+ CallPilot Blue Call Router

+ CallPilot Call Channel Router

+ CallPilot Time Service

* Routing and Remote Access

54  Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



Net Start command

Net Start command

Use the Net Start command to restart a specified service on a serial port. The syntax for the
Net Start command is as follows:

net start "[service-name]"

To invoke the Net Start command from Windows

1. Click Start — Programs — Accessories — Command Prompt.

Result: The Command Prompt window appears.

2. At the Command prompt, type net start "service_name", and then press Enter.

¥ Note:
The quotation marks are required, as in the example above.

3. Type Exit, and then press Enter to exit the Command Prompt window.
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Chapter 6: Using CallPilot Manager to
monitor hardware

In this chapter

Understanding fault management on page 57

Alarm Monitor on page 59
Event Browser on page 60

Channel and Multimedia Monitors on page 61

The Maintenance page on page 62

Viewing component states on page 64

Starting and stopping components on page 66

Running integrated diagnostics on page 68

Viewing the last diagnostic results on page 71

Working with the Multimedia Monitor on page 72

Working with the Channel Monitor on page 73

Understanding fault management

Fault management is a term that describes how the Avaya CallPilotg server detects and notifies
you of potential or real hardware problems (faults). The server processes events to detect
hardware problems and raises alarms to notify you when these problems occur.
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Event processing

An eventis any change in system configuration or operational state. An eventis also any action
taken by the system that requires user notification. Events can be as insignificant as a user
logon attempt or as serious as a faulty MPB switching to disabled status.

All events are reported to the fault management server, a subsystem within the CallPilot server.
The fault management server enables the server to listen and respond to its clients. The
interaction is called event processing and is the means by which the server detects hardware
faults.

Alarm notification

Alarms are warnings generated by events. Alarms communicate the same information as
events. However, alarms are reported in the Alarm Monitor instead of the Event Browser, and
are managed differently than events.

When an alarm appears in the Alarm Monitor, you must investigate the problem, isolate it, and
then fix the cause of the problem. When you fix the problem, ensure that the alarm is cleared
from the Alarm Monitor.

Note:
You may be required to clear the alarm manually.

Component dependencies

The status of some components is dependent on the operational status of other components. If
a component fails or is stopped, the dependent components go out of service.

Note:

Based on the CallPilot server type, and the type of switch connected to CallPilot, some of
these components may not appear on your system.

Component Dependent components
Media Bus All MPBs and all multimedia and call channels.
MPB board All multimedia and call channels associated with the MPB board.

58 Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



Detecting hardware problems

Component Dependent components
Time Switch All multimedia and call channels associated with the same MPB as
the time switch.
DS30X All DS30X channels associated with the DS30X link.

Detecting hardware problems

Typically, you first become aware of a hardware problem when an alarm is raised. All hardware
faults produce an alarm (or series of alarms, depending on the problem) in the Alarm Monitor.
Other indications of a hardware problem include the following:

* user complaints

» call processing difficulties, such as busy signals, static, dropped calls, connection
problems, and cross talk (hearing other conversations)

+ system administrator logon difficulties

« alert icons on the Maintenance screen

Alarm Monitor

Use the Alarm Monitor to investigate one or more raised alarms.

About alarms

Alarms are warnings generated by events. Alarms communicate the same information as
events. However, alarms are reported in the Alarm Monitor instead of the Event Browser, and
are managed differently than events:

* Alarms appear in the Alarm Monitor only for Minor, Major, and Critical events (not
Information events). All events can be reported in the Event Browser (depending on
filtering criteria defined in the Event Browser).

* The first time an event occurs, it generates an alarm that appears in the Alarm Monitor.
If the same event continues to occur, a new alarm is not generated. Instead, the time and
date assigned to the original generated alarm is updated.

» Alarms can be cleared from the Alarm Monitor, but the event that generated the alarm is
not cleared from the event log or the Event Browser.
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Each alarm in the Alarm Monitor has Help text that often provides a solution to the problem. If
the solution is not apparent, use the Event Browser or the Maintenance screen to further
investigate the problem.

To investigate using the Alarm Monitor

1. Run CallPilot Manager and log in.
2. In CallPilot Manager, click System — Alarm Monitor.
Result: The Alarm Monitor window appears.

3. Click the Event Code for the first critical or major alarm.

Result: A description of the event appears in a new web browser window.
4. Review the description and recovery action.
5. Repeat steps _3 on page 60 and 4 on page 60 for a more alarms, if necessary.

6. If the solution to the problem is not apparent, obtain the return code of the first event
and continue the investigation by using the Event Browser (see Event Browser on
page 60).

' Note:

For information on how to use the Alarm Monitor, refer to the Administrator's Guide
(NN44200-601), or the CallPilot Manager online Help.

Event Browser

Use the Event Browser to investigate a series of events that occurred around the time an alarm
was raised. The event listing can help you determine the root cause of a problem.

About events

The Event Browser displays events that have been recorded in the server log. Each event
identifies the time the event occurred, the object that generated the event, and the cause of
the event.

Events are classified as Information, Minor, Major, or Critical. By default, the Event Browser
displays only the latest 100 critical events.
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' Note:

Avaya recommends that you change the Event Browser filter criteria to display Minor and
Major events as well. Minor and Major events can indicate significant system problems.

To investigate using the Event Browser

1. Run CallPilot Manager and log in.

2. In CallPilot Manager, click System — Event Browser.

Result: The Event Browser window appears

3. Click an event that appears to be related to the problem, or an event that occurred
near the time the alarm was raised.

Result: A description of the event appears in a new web browser window.
4. View the description and recovery action.
5. Repeat steps _3 on page 61 and 4 on page 61 for more events, if necessary.

6. If the solution to the problem is not apparent, contact your Avaya technical support
representative.

' Note:

For information on how to use the Event Browser, refer to the Administrator's Guide
(NN44200-601), or the CallPilot Manager online Help.

Channel and Multimedia Monitors

The Channel Monitor shows the status of call channels. The call channels are the connections
between the server and the switch that carry the call signals to CallPilot.

The Multimedia Monitor shows the status of multimedia channels. The multimedia channels
are the DSP ports that process the calls. They are the voice, fax, and speech recognition
channels.
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Disabling call channels

If you must take the CallPilot system out of service to perform software or hardware
maintenance, Avaya recommends that you disable all call channels first. There are two ways
to disable the call channels:

» Courtesy stop the channels (preferred method).

When you courtesy stop call channels, CallPilot waits until the channels are no longer
active before disabling them, instead of suddenly terminating active calls.

* Stop the channels.

When you stop channels, you suddenly disable them and terminate all active calls.

The Maintenance page

Use the Maintenance page in CallPilot Manager to do the following:
* Obtain general information about components.
* View component states.
« Start and stop components.
* Run integrated diagnostic tests.

* View the results of the last diagnostic test run against a component.

What the Maintenance page provides

The Maintenance page identifies the server platform and switch connectivity type. It also
provides a tree that, when expanded, lists the physical and logical hardware components down
the left side of the screen. To list the server hardware components, click the plus sign (+) at
the top of the tree. To list the subcomponents for each component, click the plus sign (+) beside
the component.

' Note:

The components that are listed on the Maintenance page are based on the CallPilot server
type and the switch that is connected to CallPilot.

When you click a component, the page refreshes to show the details about that component.
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Maintenance activities for each component

Table 12: Maintenance page section details

Section Description

General This section shows general technical information about the selected
component. This typically includes the following details:

« the name, class, type, series, or version of a CallPilot server

« various capabilities of a component (for example, whether a
component is removable)

& Note:
This section does not appear for all components.

Maintenance This section shows the state of the selected component. Use this
section to start and stop a component before running a diagnostic

test.

This section appears only for components on which you are allowed
to perform maintenance administration.

For more information about working with component states, see the
following sections:

* Viewing component states on page 64

« Starting and stopping components on page 66

Diagnostics Use the Diagnostics section to run one or more diagnostic tests, or
to view the results of the last diagnostic tests that were run on the
selected component.

This section appears only for components on which you are allowed
to run diagnostics. For more information about running diagnostics,
see the following sections:

* Running integrated diagnostics on page 68

* Viewing the last diagnostic results on page 71

Maintenance activities for each component

Table 13: Maintenance activities on page 63 identifies the maintenance activities you can
perform for each component listed in the component tree.

Table 13: Maintenance activities

Component Start, stop? Courtesy stop? Diagnostics Replaceable ?
available?
Media Bus Yes No No No
MPB board Yes No Yes Yes
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Component Start, stop? Courtesy stop? Diagnostics Replaceable ?
available?
Time Switch No No No No
Multimedia Yes Yes No No
channels
Call channels Yes Yes No No
DS30X link Yes No No No

Note:

The MGate card and DS30X cable are replaceable. If you are having problems with the
DS30X link, determine if either one or both of those items are causing the problem and
need to be replaced.

Viewing component states

View a component state to determine the general condition of the component, including
whether the component is disabled or off duty. The component state is shown in the
Maintenance section of the Maintenance screen.

Component states

You can determine the state of a component by looking at the State box in the Maintenance

section.
State Description

Active The component is working and currently involved in processing
a call.

Disabled The diagnostic failed.

Idle The component is working but not currently involved in
processing a call.

InTest A diagnostic is running on the component.

Loading The component has been started, which takes it out of the Off
Duty state.
This state occurs quickly and is immediately followed by Idle.

No resources The hardware required for the component to operate is not

installed or is not operating properly.
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State

Alert icons

Description

Not Configured

The component is not configured in CallPilot.
For example, a multimedia channel is not being used because
it was not allocated in the Configuration Wizard.

Off Duty

The component has been stopped.

Remote Off Duty

The component has been taken out of service at the switch.

Shutting Down

The component is in the process of stopping. This state occurs
quickly and is immediately followed by Off Duty.

Uninitialized

The call processing component has not initialized the resource.

Alert icons

If one of the following icons appears next to a component in the tree, then the component or
one of its subcomponents is experiencing a problem:

Icon Description
@ A problem exists with a subcomponent of the selected component. Expand the
tree to locate the subcomponent with the problem.
>< A problem exists with the selected component.

To view the state of a hardware component

1. Run CallPilot Manager and login.

2. In CallPilot Manager, click Maintenance — Maintenance Admin.

Result: The Maintenance screen appears.

3. Click the plus sign (+) beside the CallPilot server to expand the component tree.

4. Continue clicking the plus sign (+) until the component with which you want to work is

visible.

5. Click the hardware component with which you want to work.

Result: The Maintenance screen refreshes to show details about the component.

6. Scroll down to the Maintenance section.

7. View the state of the selected component in the State box.
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Starting and stopping components

When you stop a component, you take it out of service and prevent it from operating. You must
stop a component before you can replace it (if the component is replaceable) or run a diagnostic
test on it.

To bring an out-of-service component back into service, you must start it.

Start and stop components from the Maintenance section on the Maintenance screen.

0 Important:

Avaya recommends that, if possible, you courtesy stop a component. Courtesy stop is
available only at the individual channel level.

To courtesy down CallPilot, use the following:

* Multimedia Monitor - to courtesy stop a range of multimedia channels
» Channel Monitor - to courtesy stop a range of call channels:

DS30X channels (also known as DSO channels)

Stop versus Courtesy stop

The following two methods of taking a component out of service allow you to choose how active
calls are affected:

Courtesy stop

A Courtesy stop is the recommended way to take the component out of service only after the
component has finished processing an active call. Courtesy stop is preferred over a regular
Stop.

« If the component is processing a call, the call is not dropped; the component remains
active until the call is finished.

* If the component is not in use, it is taken out of service immediately.
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Stop

Stop

A Stop takes the component out of service immediately, regardless of whether the component
is currently processing calls. All active calls are dropped. Perform a Stop only when severe
problems affecting a large number of incoming calls occur or if your organization determines
a special need for it.

Components that can be started and stopped

The following components can be started and stopped when connected to a Meridian 1* or
Avaya Communication Server 1000* switch:

Note:

If you want to start or stop more than one or two multimedia or call (DS30X) channels, use the
Multimedia Monitor or Channel Monitor. For instructions, see Channel and Multimedia
Monitors on page 61.

Component Effect of stopping

Media Bus Takes all call processing resources out of service.

MPB board Takes all call processing resources on the selected board out
of service.

Time Switch You cannot perform maintenance administration on the time
switch.

Multimedia Channel Takes the selected Multimedia Channels out of service.

DS30X link Takes the selected DS30X link and the channels that belong to

that link out of service.

Channels Takes the selected DS30X channel out of service.

To start or stop a component

1. Run CallPilot Manager and login.

2. In CallPilot Manager, click Maintenance — Maintenance Admin.

Result: The Maintenance screen appears.
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3. Click the plus sign (+) beside the CallPilot server to expand the component tree.

4. Continue clicking the plus sign (+) until the component with which you want to work is
visible.

5. Click the hardware component that you want to start or stop.
Result: The Maintenance screen refreshes to show details about the component.
6. Scroll down to the Maintenance section.

7. Click Courtesy Stop, Stop, or Start as required.

Button Description

Start If the selected component is out of service, click this button to put it into
service.

Courtesy Stop Click this button to take the selected component out of service. CallPilot
waits for the call to be completed before disabling the component.

0 Important:

If you are courtesy stopping all components (that is, you are taking the
entire system down), ensure that you inform all administrators,
desktop messaging users, and web messaging users so that they can
log off their sessions before you proceed.

The system asks you to confirm the Courtesy stop. If you click OK, the

component is put out of service after all calls are finished.

Stop Click this button to take the selected component out of service
immediately. All calls that are in progress are disconnected immediately.

0 Important:

If you are stopping all components (that is, you are taking the entire
system down), ensure that you inform all administrators, desktop
messaging users, and web messaging users so that they can log off
their sessions before you proceed.

Running integrated diagnostics

Run diagnostic tests from the Diagnostics section on the Maintenance screen in the following
circumstances:

* You want to ensure that a component is operating properly after installing or reinstalling it.

» The CallPilot server has trouble processing incoming calls, and you hope that diagnostic
results can tell you why.

Problems include static, dropped calls, and cross talk (hearing another conversation).
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Before you begin

0 Important:

Take the component out of service before you run the diagnostic test. See Starting and
stopping components on page 66.

Diagnostic tests available for each component

The diagnostic tests that are available for each component are listed in the Diagnostic section
of the Maintenance screen. To view the list of diagnostic tests for a particular component, click
the component in the component tree.

Components that have diagnostic tests available

The following table identifies the components on which you can run diagnostics when
connected to a Meridian 1 switch or Communication Server 1000.

Table 14: Diagnostics tests available for components

Component Diagnostics available? Replaceable?
Media Bus No No
MPB board Yes Yes
Time Switch No No
Multimedia Channels No Yes (via MPB96 board)
DS30X link No No
Channels No No

If a diagnostic test fails or cannot be run

If a warning message appears, the diagnostic test cannot be run because a prerequisite
condition has not been met. If a diagnostic test fails, a message appears in a new browser
window (see the example on page step 9 on page 70).
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In both cases, check the Alarm Monitor to determine the reason and the appropriate action to
take.

If the Alarm Monitor and Event Browser do not provide a solution to a hardware problem, you
may need to replace or service a component. If the problem is with a component that is not
replaceable because it is not a physical entity (such as the Time Switch), you must either
replace its parent component or contact your Avaya technical support representative,
depending on the component.

To run a diagnostic test

70

0 Important:

Avaya recommends that you courtesy stop rather than stop a component if possible. For
instructions, see Starting and stopping components on page 66.

1. Run CallPilot Manager and log in.

2. In CallPilot Manager, click Maintenance — Maintenance Admin.

Result: The Maintenance screen appears.
3. Click the plus sign (+) beside the CallPilot server to expand the component tree.

4. Continue clicking the plus sign (+) until the component with which you want to work is
visible.

5. Click the hardware component for which you want to run diagnostics.
Result: The Maintenance screen refreshes to show details about the component.

6. Scroll down to the Maintenance section, and ensure that the component is out of
service.

Note:

For instructions on taking the component out of service, see To start or stop a
component on page 67.

7. Scroll down to the Diagnostics section.

8. Check the check box for each diagnostic that you want to run.

Note:

If you want to run all of the diagnostics, check the Diagnostic Description check
box at the top of the list.

9. Click Run.
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Result: A new web browser window opens to display the progress and results of
the diagnostics. The Diagnostic Results box in the Diagnostics section displays
diagnostic results when you click Get Last Result.

Viewing the last diagnostic results

You can review the results of previously run diagnostics by clicking the Get Last Results button
for a component.

To view the last diagnostics result

0 Important:

Avaya recommends that you courtesy stop rather than stop a component if possible. For
instructions, see Starting and stopping components on page 66.

1. Run CallPilot Manager and log in.

2. In CallPilot Manager, click Maintenance — Maintenance Admin.

Result: The Maintenance screen appears.
3. Click the plus sign (+) beside the CallPilot server to expand the component tree.

4. Continue clicking the plus sign (+) until the component with which you want to work is
visible.

5. Click the hardware component for which you want to run diagnostics.
Result: The Maintenance screen refreshes to show details about the component.
6. Scroll down to the Diagnostics section.
7. Check the check box for each diagnostic for which you want to review results.
8. Click Get Last Result.

Result: The results appear in the Diagnostic Results box with the following
information:

» diagnostic title
+ diagnostic result: pass or fail

* the date and time the test was completed
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Working with the Multimedia Monitor

The Multimedia Monitor shows the status of multimedia channels. The multimedia channels
are the DSP ports that process the calls. They are the voice, fax, and speech recognition
channels.

To view or work with multimedia channel states

1. Run CallPilot Manager and log in.

2. In CallPilot Manager, click Maintenance — Multimedia Monitor.

Result: The Multimedia Monitor screen appears, showing the channels associated
with each DSP

Note:

For an explanation of the channel states, refer to the CallPilot Manager online
Help.

3. Do one of the following:

IF you want to stop or start THEN

all of the channels associated with a check the check box to the left of the
DSP DSP that you want to stop or start.
Repeat this step for each DSP.

only one or several channels that are  check the check box for each channel
associated with a DSP that you want to stop or start.

4. Click Courtesy Stop, Stop, or Start as required.

Result: If you clicked Courtesy Stop or Stop, you are asked to confirm the Courtesy
Stop or Stop. Click OK.

The selected channels change to idle or on-duty status, according to the action you
chose.

If the buttons are not available, wait a few seconds for the screen to refresh:

» The Start button is available only when a component is in the Idle state.

» The Courtesy Stop and Stop buttons are available only when a component
is in one of the following states: Idle, Active, Remote Alarm, Local Alarm.
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Working with the Channel Monitor

The Channel Monitor shows the status of call channels. The call channels are the connections
between the server and the switch that carry the call signals to CallPilot.

To view or work with call channel states

1. Run CallPilot Manager and log in.

2. In CallPilot Manager, click Maintenance — Channel Monitor.

Result: The Channel Monitor screen appears, showing the channels associated
with each link.

Note:

For an explanation of the channel states, refer to the CallPilot Manager online
Help.

3. Do one of the following:

IF you want to stop or start THEN

all of the channels associated with alink check the check box to the left of the
link that you want to stop or start.
Repeat this step for each link.

only one or several channels that are  check the check box for each channel
associated with a link that you want to stop or start.

4. Click Courtesy Stop, Stop, or Start, as required.

Result: If you clicked Courtesy Stop or Stop, you are asked to confirm the Courtesy
Stop or Stop. Click OK.

The selected channels change to idle or on-duty status, according to the action you
chose.

If the buttons are not available, wait a few seconds for the screen to refresh:

» The Start button is available only when a component is in the idle state.

» The Courtesy Stop and Stop buttons are available only when a component
is in one of the following states: Idle, Active, Remote Alarm, Local Alarms.
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Chapter 7: Using Avaya CallPilot® system
utilities

In This chapter

Overview on page 75

Diagnostics Tool on page 76

PEP Maintenance utility on page 77

Session Trace on page 78

System Monitor on page 79

Overview

Table 15: Avaya CallPilot system utilities

Utility Description
Diagnostics Tool Allows CallPilot startup diagnostics to be enabled or disabled
(turned on or off).
PEP Maintenance Displays a list of installed PEPs and enables PEP uninstall.
Session Trace Provides detailed information about the activity in a user's

mailbox and the state of the message waiting indicator (MWI).

System Monitor Displays the following information:
« the status of all CallPilot channels

« the status of all CallPilot services. Note that this status is more
accurate than the status that Windows provides in the
Services control panel.

« particulars about the CallPilot 5.0 system, such as names,

keycodes, serial numbers, IP addresses, and system
numbers
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Accessing the system utilities

All CallPilot utilities are accessible from the CallPilot server in the Start — Programs — CallPilot
— System Ultilities menu.

Diagnostics Tool

The Diagnostics Tool allows you to enable or disable CallPilot startup diagnostics. CallPilot
startup diagnostics automatically identify hardware problems that may exist when the system
and its services are started. Diagnostics are displayed for:

Media Bus, MPB board, MPC/DSP (for Meridian 1 and Communication Server 1000)

When you disable startup diagnostics, you can save time during system maintenance
operations where restarts or Call Processing services restarts are required.

There are three recommended steps:

1. Use the Diagnostics Tool to turn off CallPilot startup diagnostics.
2. Perform system maintenance.

3. Use the Diagnostics tool to turn on CallPilot startup diagnostics.

To access the Diagnostics Tool

On the Windows desktop, click Start — Programs — CallPilot — System Utilities — Diagnostic
Tool.

Result: The Diagnostics Tool window appears.

To enable startup diagnostics

From the Diagnostics Tool window, select Configuration — Maintenance Startup Diag —
Enable.
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To disable startup diagnostics

0 Important:

Avaya recommends that you leave the startup diagnostics turned on. When you disable
CallPilot startup diagnostics, you prevent CallPilot from automatically identifying hardware
problems that may exist when the system and its services are started.

On the Diagnostics Tool window, select Configuration — Maintenance Startup Diag — Disable.

PEP Maintenance utility

The PEP Maintenance utility displays a list of all installed PEPs on the server and enables you
to uninstall PEPS. For information on installing or uninstalling PEPs, refer to the Installation
and Configuration Task List (NN44200-306).

To access the PEP Maintenance utility

From the Windows desktop, click Start — Programs — CallPilot — System Utilities — PEP
Maintenance Utility.

Result: The DMI Viewer window appears.

To view a list of all installed PEPs

1. Click the component for which you want to display the PEP list.
2. Click Show PEPs.

Result: A list of all installed PEPs appears in the left pane.

3. If you want to review the readme file associated with a PEP, click the PEP, and then
click Read.

Result: The readme file opens in Notepad.
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Session Trace

The Session Trace tool displays detailed information about the activity in a user's mailbox and
the state of the message waiting indicator (MWI). The session information includes

* voice messaging
» call answering
* express messaging activity (messages composed and sent, or left in a mailbox)

» the number of messages played or not played at the beginning, middle, and end of a
session

 the number of deleted read messages

» the number of deleted unread messages

* messages and personal distribution lists restored into a mailbox
* the last change to the MWI (turned on or off, or untouched)

This session information allows an administrator or technician to study the state of a user's
mailbox and the MWI, and to use that information to follow up on any user complaints. For
example, a user may report that the MWI was on, but no voice messages were in the mailbox
when the user logged on. The session information can tell the administrator why the MWI was
turned on.

A Warning:

The Session Trace Tool is a resource intensive tool. It is strongly recommended to use this
utility during off-peak hours. If the CP database or OMs are large, it may require a significant
amount of time to perform this activity. To minimize the search time, OM data should be
collected for no more than 1-2 days.

To access the session trace tool

From the Windows desktop, click Start — Programs — CallPilot — System Ultilities — Session
Trace Tool.

Result: The MCE Session Trace window appears.
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To find a session

To find a session

. From the Session Type drop-down menu, choose the type of session. To display a

list of all session types, select All Session Types.

Enter as much information in the search criteria boxes to identify the session you
want to view. To display a list of all users for the selected Session Type, leave the
search criteria boxes blank.

. Click Search to initiate the search.

a. If you did not enter any user information, a list of users matching the
Session Type appears at the bottom of the window. To select a user from
the list, double-click the user name to display session type information.

b. If you selected All Session Types for a user, the session type information
appears to the right of the window.

. Double-click the session type to display the session information.

Result: The Session Type information appears at the bottom of the window. The
following example shows Call Answering session type information.
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Figure 5: Call Answering session Type

System Monitor

The System Monitor consists of three tabs, as described in the following table:
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Tab Description

Channel Monitor Shows the status of all CallPilot services, multimedia channels,
and call channels (DS30X channels in Meridian 1 and
Communication Server 1000).

System Info Displays details about the CallPilot 5.0 system, such as features
purchased, keycode, serial number, and CallPilot server IP
addresses.

Legend/Help Provides a description of icons and terminology displayed in the

System Monitor window.

System Monitor is a non-destructive tool that does not alter the behavior of any CallPilot
components.

To access the System Monitor

On the Windows desktop, click Start — Programs — CallPilot — System Utilities — System
Monitor.

Result: The CallPilot System Monitor window appears. By default, the Channel Monitor tab
appears on top. Click the other tabs to view the information on those tabs.

Channel Monitor tab
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Figure 6: Channel Monitor tab.
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CallPilot services

CallPilot services

The Service Name pane shows the status of services from a CallPilot perspective. The status
shown in the Windows Services Control Panel may state that a service is running, but it may
not actually be fully running or in service from a CallPilot perspective. Refer to the System
Monitor tool Channel Monitor tab for the true status.

The services listed under Service Name should be either running or in full service when
CallPilot is functioning optimally. If any CallPilot services are stopped, investigate the cause of
this. If you need assistance, call Avaya technical support.

" Note:
While any stopped services should be investigated, some services are not critical. CallPilot
may continue to handle call processing even with some services stopped.

The critical services that are needed for basic CallPilot call answering are listed in the following
table. For your reference, the equivalent names as they appear in the Windows Control Panel

are also listed.

CallPilot System Monitor

Windows Control Panel equivalent

CTMS Service CTMS Server
Telephony (TAPI) Telephony
MCE SLEE CallPilot SLEE Service

MCE Notification

CallPilot MWI Service

MAS Notification

CallPilot Notification Service

MAS CCR CallPilot Call Channel Router
MAS BCR CallPilot Blue Call Router
SQL Anywhere Adaptive Server Anywhere -

%ComputerName%_SQLANY

MAS MItmediaCache

CallPilot Multimedia Cache

MAS MitmediaVol1

CallPilot Multimedia Volume 1

MAS MitmediaVol2 (TRP only)

CallPilot Multimedia Volume 2 (TRP only)

MAS MitmediaVol3 (TRP only)

CallPilot Multimedia Volume 3 (TRP only)

MAS Rsrc. Pckg. 1

CallPilot Resource Package1
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DSPs

In the DSP pane, each DSP is represented in a separate row. Each box in the row is one DSP
channel or multimedia channel. Click the Legend/Help tab to view descriptions of the
multimedia channel icons.

On the 703t server, 12 DSPs are embedded on each MPB96 board.

DS30X links

In the DS30X link pane, each DS30 row represents a separate DS30X link (also referred to
as a DS30 link). Each box in the row represents one DS30X channel.

The DS30X links connect the CallPilot server to the MGate card (NTRB18CA) in the Meridian 1
switch or Communication Server 1000 system.

System Info tab
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Figure 7: System Info tab.

Note:

The screen sample above was acquired from a 1001rp server, but provides the same type
of information for any CallPilot server model.
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Legend/Help tab

The numbered items provide information about the features purchased. Information about the
underlying operating system, including the server IP addresses, is provided in the top right
corner.

PEP information and configured Service DNs are listed in the bottom part of the window.

Legend/Help tab

Figure 8: Legend/Help tab on page 83shows the Legend/Help tab. Consult this tab for
descriptions of the icons found in the Channel Monitor tab.
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Figure 8: Legend/Help tab
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Chapter 8: Replacing basic chassis
components

In this chapter

Preparing the server for hardware maintenance on page 85

Removing the side cover on page 88

Removing and replacing the upper fan holder foam on page 90

Replacing the side cover on page 91

Cooling fans description on page 93

Replacing a front system fan on page 96

Replacing a rear system fan on page 99

Replacing the processor fan on page 101

Preparing the server for hardware maintenance

& Danger:

Risk of electric shock
Before you begin working inside the server, do the following:

1. Power off and disconnect all peripheral devices that are connected to the Avaya
CallPilot® server.

2. Power off the server and disconnect the power cord.

For more information, see Preparing the server for hardware maintenance.
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Replacing basic chassis components

A Caution:

Risk of electrical damage

» Wear an antistatic ESD wrist strap when handling cards or boards, or when working
inside the server.

* Place hardware components on an antistatic surface until you are ready to install them.
* Do not touch the components or gold-edge connectors of cards or boards.

A Caution:

Risk of equipment damage

Place the server on its side to prevent the server from accidentally falling over. This position
provides greater stability. If you attempt to work with the server in its standing position, it
may tip over when you remove or insert components.

If the server is equipped with chassis feet, do one of the following:

* Remove the feet so that the server lies flat on the working surface. For more
information, see Figure 10: Remove chassis feet on page 88.

* Place stable material beneath the server to raise the feet away from the working
surface. The bottom of the server then lies flat on the working surface.

* Pull the server forward so that the feet hang over the edge of the working surface.

To disconnect the power and peripheral device cables

Before you access the server interior, do the following:
1. Courtesy stop and power off the server.

For instructions, see "Starting up and shutting down the CallPilot server" in the
Installation and Configuration Task List (NN44200-306).

2. Label and disconnect the power cable and any other peripheral cables that may be
in your way.

Refer to Figure 9: Connectors on Server back plane on page 87 to identify the
connectors on the server's back panel.
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To disconnect the power and peripheral device cables

Processor fan Media dri

V

= /

G101781

Figure 9: Connectors on Server back plane

3. If desired, continue with Figure 10: Remove chassis feet on page 88.
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Towards [
back of 0
server

Towards 0
front of 0
server

G101782
Figure 10: Remove chassis feet

4. Place the server on it's side.

5. Remove the feet as shown in the above diagram.

6. Continue with Removing the side cover on page 88.

Removing the side cover

This section describes how to remove the server side cover so that you can work with interior
components. The side cover is on the left side of the server when the server front panel is
facing you.

To remove the side cover

& Warning:

Risk of personal injury

To prevent personal injury, use caution when you handle the sharp edges of the side cover
and chassis.
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To remove the side cover

A Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.

Figure 11: Remove server side panel on page 89 shows how to remove the side cover. See

the following instructions for removal.
g é

G101761

Figure 11: Remove server side panel
1. Turn the two thumbscrews on the back of the server counter-clockwise to loosen
them.

Note:
The thumbscrews are not removable.

If a removable screw is present, remove it. This screw secures the cover to the
server during shipping.

A Caution:

Risk of equipment damage
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Replacing basic chassis components

Use an ESD wrist strap to protect static-sensitive components.

2. Place your fingertips in the depression on the side cover, and then, as you apply
pressure, pull the cover approximately 2.5 cm (1 in.) away from the front of the
server until it stops.

3. Use both hands to lift the cover away from the chassis.

4. Set the cover aside.

Removing and replacing the upper fan holder foam

The interior of the server contains two layers of fan holder foam, which secure and stabilize
the cooling fans and add-in boards. The fan holder foam also maintains the space that is
required between the boards for cooling. You may be required to remove the upper fan holder
foam to access and work with some components.

Figure 12: Install fan holder foam
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To remove the upper fan holder foam

To remove the upper fan holder foam

& Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.
1. Remove the server side cover.

2. Lift the upper fan holder foam out of the server.

To replace the upper fan holder foam

1. Ensure that the fan cables are in the slots in the lower fan holder foam.

2. Place the bottom end of the upper fan holder foam beneath the edge of the server
chassis.

3. Align the slots on the underside of the foam with the fans and add-in boards.

Use your fingers on the underside of the upper fan holder foam to determine correct
placement of the fans. The fans must sit straight inside the foam sockets. They must
not align with the left side of the foam.

4. Press the foam into place.

You may need to wiggle the fans so that the upper fan holder foam sits flush with
the bottom fan holder foam.

5. Ensure that the upper fan holder foam engages with the lip on the media drives
cage and is securely seated.

Replacing the side cover

After you complete your work with the interior components of the server, replace the side cover.
If you removed them, reinstall the chassis feet on the bottom of the server.
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To replace the side cover

& Caution:

Risk of equipment damage

Before you replace the side cover, ensure that no tools or loose parts are inside the server
chassis.

& Caution:

Risk of equipment damage

Use an ESD wrist strap to protect static-sensitive components.

Hold the cover flat against the chassis.

Slide the cover toward the front of the server until it locks into place.
Tighten the two thumbscrews on the back of the server.

If you removed the chassis feet, reinstall them.

Connect all external peripheral device cables and the power cord to the back panel.

o gk~ w DN =

Power up the server.
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Figure 13: Server side cover
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Cooling fans description

Cooling fans description

For cooling and airflow, the system contains five fans that cool the interior of the server.

A Warning:

Risk of equipment damage

Ensure that any cables in the proximity of the fans are kept away from the fans. If a cable

is caught in a fan, the fan will break.
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Replaceable fan locations

The server contains five replaceable fans:

* Three fans are located near the front of the server. Two fans draw air through the lower
media drive bays and provide cooling to the add-in boards. The third fan provides cooling
for the system's processor. See Figure 14: Front system fans on page 95.

» Two fans are located at the back of the server. These fans draw air through the upper
media drive bays, cool the interior of the server, and assist in evacuating hot air through
the back of the server. See Figure 15: Rear system fans on page 96.
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Replaceable fan locations

Processor fan Media dri
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Figure 14: Front system fans
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Rearn
system 0
fans

G101763

Figure 15: Rear system fans

Fan labels

The following conditions indicate when fans are installed correctly:
*» The printed label of the fan faces the back of the server.

» The arrows embossed on the fan casing face as follows:

«y

Replacing a front system fan

Replace a malfunctioning fan with the same type as the one removed. For more information
about replacing a fan, contact your Avaya customer service representative.
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To remove a front system fan

¥ Note:
The fan replacement kit contains four fans: two front fans and two rear fans.

To remove a front system fan

A Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.

1. Prepare the server for front system fan replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Place the server on its side.
c. Remove the side cover.
d. Remove the upper fan holder foam.

For instructions, seePreparing the server for hardware maintenance on page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures inPreparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Label and disconnect any cables that are attached to the voice processing boards.

3. Remove any add-in boards that block your access to the fan connectors on the
motherboard.

Note:

As you remove each board, label it with its slot number so that you can reinstall
the board in the same slot.

4. Lift the fan out of its slot in the fan holder foam.

5. Disconnect the fan power cable connector from the server motherboard.
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sysfan3

Fan holder foam —

Note: Before you replace the fan holder foam, reinstall and connect the add-in boards.

G101765

Figure 16: Install front system fan
6. Insert the fan into its slot in the bottom fan holder foam.

0 Important:

To ensure proper cooling operation, ensure that the printed label of the fan is
facing the back of the server, and the arrows embossed on the fan casing are

facing as follows:.
«y
7. Connect the fan's power cable as follows:

a. Insert the power cable of the fan into its slot on the bottom fan holder
foam, and route the cable as shown in the preceding diagram.

b. Connect the power cable of the fan to its connector on the motherboard.

The connector is keyed so that it can be attached only one way.
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Replacing a rear system fan

Note:

The fan closest to the top of the server connects to the connector
labeled sysfan5. The fan closest to the bottom of the server connects
to the connector that is labeled sysfan3.

8. Reinstall the add-in boards.
9. Reconnect any cables you disconnected to the add-in boards.

10. Ensure that any cables located near the fans are kept well away from the fans.

& Caution:

Riskof equipment damage
If a cable is caught in a fan, the fan will break.

11. Replace the upper fan holder foam.

For instructions, see To replace the upper fan holder foam on page 91.

12. Replace the side cover of the server.
13. Reconnect all peripheral device cables and power cord.

14. Power up the server.

Replacing a rear system fan

Replace a malfunctioning fan with the same type as the one removed. For more information
about replacing a fan, contact your Avaya customer service representative.

' Note:
The fan replacement kit contains four fans: two front fans and two rear fans.

To remove a rear system fan

& Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.
1. Prepare the server for rear system fan replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.
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b. Place the server on its side.
c. Remove the side cover.

For instructions, seePreparing the server for hardware maintenance on page 85.

A Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures inPreparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Lift the tab on the bracket that holds the fan in place.

3. Angle the fan towards the interior of the server, and then lift it away from its slot.

4. Disconnect the power cable of the fan connector from the server's motherboard.

sysfani

G101764
Figure 17: install rear system fan

5. Place the bottom edge of the fan on the support bracket at the back of the server.
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Replacing the processor fan

0 Important:

To ensure proper cooling operation, ensure that the printed label of the fan is
facing the back of the server, and the arrows embossed on the fan casing are
facing as follows:.

-y
6. Liftthe brackets tab, align the fan with the server back wall, and then release the tab.

Ensure that the tab engages with the edge of the fan casing.

7. Connect the fan power cable to the motherboard.

Note:

The fan closest to the top of the server connects to the connector labeled sysfan1.
The fan closest to the bottom of the server connects to the connector that is
labeled sysfan2.

8. Wrap excess cable length with a twist tie or cable wrap, and ensure that it is placed
away from the fans.

& Caution:

Riskof equipment damage
If a cable is caught in a fan, the fan will break.
9. Replace the server side cover.
10. Reconnect all peripheral device cables and power cord.

11. Power up the server.

Replacing the processor fan

Replace a malfunctioning fan with the same type as the one removed. For more information
about replacing a fan, contact your Avaya customer service representative.

To remove the processor fan

& Caution:

Risk of equipment damage

Use an ESD wrist strap to protect static-sensitive components.
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1. Prepare the server for processor fan replacement as follows:

a.

b.
c.
d.

Shut down the server, and then disconnect the power and peripheral
device cables.

Place the server on its side.
Remove the side cover.

Remove the upper fan holder foam.

For instructions, seePreparing the server for hardware maintenance on page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures inPreparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Disconnect the fan power cable connector from the server's motherboard.

3. Use both hands to spread the fan bracket tabs apart, and then move the fan away
from the posts that hold it in place.

Tip: You may need to lift the bottom fan holder foam slightly to create more space.

4. Lift the fan up and out of the server.

Figure 18: install processor fan

G101766
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To remove the processor fan

5. Use both hands to spread the fan bracket tabs apart.

Tip: You may need to lift the bottom fan holder foam slightly to create more space.

6. At the same time, slide the fan onto the supporting posts.

0 Important:

To ensure proper cooling operation, ensure that the fan's printed label is facing
the back of the server, and the arrows embossed on the fan casing are facing as
follows:.

«y

« Ensure that the fan cable is inside the bracket tab. This secures the cable to
prevent damage.

* Ensure that the bracket tabs engage with the edges of the fan casing.

7. Connectthe fan power cable to the connector labeled CPUfan1 on the motherboard.
Secure the power cable by routing it between the heat sink housing and the
capacitors.

8. Ensure that any cables located near the fan are kept well away from the fan.

A Caution:

Risk of equipment damage
If a cable is caught in a fan, the fan will break.
9. Reseat the bottom fan holder foam.

10. Replace the upper fan holder foam. For instructions, see To replace the upper fan
holder foam on page 91.

11. Replace the server side cover.
12. Reconnect all peripheral device cables and power cord.

13. Power up the server.
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Chapter 9: Replacing media drives

In this chapter

SCSI and IDE drive cabling on page 105

Replacing a faulty hard drive on page 106

Replacing the tape drive on page 113
Replacing the CD-ROM drive on page 117

Replacing the floppy disk drive on page 119

SCSI and IDE drive cabling

Cabling diagram

Figure 19: SCSI and IDE drive cabling. on page 106 shows the following:

» cabling for and termination of SCSI devices (hard drives and tape drives)
* cabling for an IDE CD-ROM drive

Use the information in this section to assist you with the procedures for replacing a faulty hard
drive, tape drive, or CD-ROM drive
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Figure 19: SCSI and IDE drive cabling.

Replacing a faulty hard drive

If you need to replace a faulty hard drive, then do the following:

1. Review this entire section before proceeding to become familiar with the
requirements and process.

2. Prepare the server for hard drive replacement as described in Preparing the server
for hardware maintenance on page 85.

0 Important:

Due to the confined space for media drive cabling inside the server, hard drive
replacement is easiest when the server is laying on its side. Laying the server on
its side helps to prevent damage to the server and internal components.

3. Remove the faulty drive as described in To remove a hard drive from the server on
page 109.

0 Important:

Replacement drives must be the same size or larger than the drives being
replaced.
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Hard drive description

4. Install the new hard drive in the drive carrier as described in 7 on page 110.

5. Install the drive carrier assembly in the server as described in To install the hard
drive on page 111.

Hard drive description

The server is equipped with two 36 Gbyte wide SCSI hard drives, each one inch high. The last
bay must remain empty to ensure proper system cooling.

A Caution:

Risk of equipment damage

The internal SCSI interface in this system supports only single-ended SCSI devices. Use
Avaya authorized drives only.

SCSI drive cabling

The hard drive assembly package includes a standard 68-pin, 68 conductor, twisted-pair wide
(16-bit) SCSI ribbon cable, with terminator. This cable has three connectors: the first is for the
terminator, the second is for the hard drive, and the third is for connection to the RAID card.

Hard drive configuration

Ensure that the hard drives are configured as follows (for instructions, refer to the original
equipment manufacturer documentation):

* termination power: Set the hard drive on each SCSI bus to provide termination power to
the bus.

* term power jumper: enabled
* parity checking (if this setting is available): enabled on both drives

« all other settings: factory default
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Table 16: RAID and SCSI settings

Location of hard drives in  RAID channel SCSIID Hard drive label in
internal drive bays (from the the RAID software
top down)
Drive bay 4 (empty - used for Not applicable  Not applicable Not applicable
airflow)
Drive bay 5 (Hard drive 1) 0 0 A0-0
Drive bay 6 (Hard drive 2) 1 0 AO0-1
Drive bay 7 (empty) Not applicable  Not applicable Not applicable
Drive bay 8 (empty) Not applicable  Not applicable Not applicable
Drive bay 9 (bottom slot) This slot must remain empty to ensure proper system

cooling.

Filler panels and EMI shields

System EMI integrity and cooling are both protected by drives that are installed in the bays
or by filler panels and EMI shields that cover the bays. When installing drives, save the panel
and shield to reinstall later, in case you remove the drive and do not reinstall one in the same

bay.
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To remove a hard drive from the server

G101771

Figure 20: Hard drive installation overview

To remove a hard drive from the server

& Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.

1. Prepare the server for hard drive replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Remove the side cover.

c. Remove the upper fan holder foam.
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For instructions, see Preparing the server for hardware maintenance on page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

. Open the front panel on the server.

3. Remove and save the two screws that secure the drive's carrier to the front of the

10.
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chassis.

Pull the drive out slightly—about 1 cm (0.5 in.).

Pulling the drive out creates more space between the front system fans and the
drives inside the server so that you can disconnect the cables.

If required (to provide more space), temporarily remove the front system fans from
their slots in the bottom fan holder foam. (Do not disconnect the fans' power cables.)

Reach your fingers between the fan holder foam inside the server and the hard
drives, and carefully disconnect the power and signal cables for both hard drives.

Note:

If you are able to disconnect the cables for only the hard drive you want to remove,
that is acceptable. You may find it easier, however, to disconnect the cables for
both hard drives.

Pull the drive carrier out of the chassis, and then place it cage-side-up on an
antistatic surface..

A Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.

Remove the new drive from its protective wrapper, and place it on an antistatic
surface.

Record the drive model and serial numbers in your equipment log.

0 Important:

Replacement drives must be the same size or larger than the drives being
replaced.

Set the hard drive settings as described in Hard drive configuration on page 107.

For instructions on changing the hard drive's settings, refer to the drive
manufacturer's documentation.
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11. If you are replacing an existing hard drive, remove the old drive from the drive carrier
as follows:

a. Remove the four screws that attach the drive to the carrier.
b. Lift the carrier off of the hard drive.
c. Place the drive in an antistatic protective wrapper.

12. Position the new drive component-side down inside the drive carrier, and then attach
the four screws that you removed earlier.

Ensure that the connectors on the back of the drive are flush with the rear of the
drive carrier.

13. Continue with To install the hard drive on page 111.

To install the hard drive

0 Important:
The last bay must remain empty to ensure proper system cooling.

1. Slide the hard drive and drive carrier assembly (with the exposed drive facing up)
into the server bay.

0 Important:

To provide more space inside the server so that you can connect the cables, do
not push the drive all the way in (that is, until it clicks into place).

2. If not already done: Temporarily remove the front system fans from their slots in the
bottom fan holder foam.

Do not disconnect the fans' power cables.

3. Connect the hard drive SCSI cable as follows (the end of the cable with two
connectors is the hard drive end):

a. Ensure that a terminator is connected to the last connector at the hard
drive end of the cable.

b. Connect the second connector on the cable to the hard drive.

Place one hand on the front of the hard drive to hold it in place while you
connect the cable with the other hand.

& Caution:

Risk of connector pin damage
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To prevent damage to the connector pins, ensure that the cable
connector aligns correctly with the hard drive connector before
pushing it into place.

c. Route the cable above the CPU through the vacant space at the top of
the server.

d. Connect the other end of the cable as follows:

* Connect hard drive 1 to channel 0 on the RAID controller.
» Connect hard drive 2 to channel 1 on the RAID controller.

e. For proper cooling and airflow, neatly fold and secure the excess signal
cable above the CPU. Use a tie wrap or cable clip to secure the cable.

& Caution:

Risk of equipment damage

Ensure that any cables in the proximity of the fans are kept away from
the fans. If a cable is caught in a fan, the fan will break.

If you need more information, see SCSI and IDE drive cabling on
page 105.

4. Connect the hard drive's power cable.

4" Note:
The connector is keyed so that you cannot connect it upside down.

5. At the front of the server, slide the drive into the bay until it clicks into place.

6. Secure the drive carrier to the front of the server with the screws you removed
earlier.

Tighten the screws firmly.

7. Ensure that all media drive cable connections are secure.

Note:

Connectors could be dislodged when you slide the hard drive all the way inside
the bay.

& Caution:

Risk of data loss, corruption, or system malfunction

If the hard drive cable connections are loose, data loss, data corruption, or system
malfunction can occur.

8. Reinstall the fans (if removed) and upper fan holder foam.

* For instructions on reinstalling the fans, see Figure 16: Install front system
fan on page 98.
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* For instructions on replacing the upper fan holder foam, see To replace the
upper fan holder foam on page 91.

9. Reinstall the server side cover.
10. Reconnect the peripheral device and power cables.
11. Power up the server.
12. Rebuild the drive in the RAID system pack.

The rebuild copies the data from the operating hard drive to the new hard drive. For
instructions, see RAID operations on page 125

Result: Hard drive replacement is complete.

Replacing the tape drive

The tape drive is preinstalled at the factory. However, if it becomes faulty, follow the procedure
in this section to replace it.

& Caution:

Risk of electrical damage

Use only a tape drive that is supplied by Avaya.

Filler panels and EMI shields

System EMI integrity and cooling are both protected by drives installed in the bays or by filler
panels and EMI shields covering the bays. When installing drives, save the panel and shield
to reinstall later, in case you remove the drive and do not reinstall one in the same bay.

Tape drive configuration

' Note:

Some settings may already be properly configured. If it is not clear from the drive
manufacturer's documentation how to set jumpers, contact your Avaya technical support
representative.

Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010 113



Replacing media drives

Ensure that the hard drives are configured as follows (for instructions, refer to the original
equipment manufacturer documentation):

+SCSIID: 2

* active terminators (Term Enable): disabled

Note:

Termination is provided by an Active SCSI terminator that you connect to the end of
the SCSI cable (see SCSI and IDE drive cabling on page 105).

* parity checking: enabled

« termination power (TPWR): enabled

« all other settings: factory default

G101772

Figure 21: Tape drive installation overview

To remove the tape drive

A Caution:

Risk of equipment damage

Use an ESD wrist strap to protect static-sensitive components.
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To install a replacement tape drive

¥ Note:
The tape drive is installed in the second bay from the top.

1. Prepare the server for tape drive replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Remove the side cover.

c. Remove the upper fan holder foam.

For instructions, see Preparing the server for hardware maintenance on
page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Disconnect the power and signal (SCSI) cables of the faulty drive.
3. Open the front panel on the server.

4. Remove and save the two screws that secure the tape drive to the front of the
chassis.

5. Pull the tape drive out of the chassis, and then place it on an antistatic surface.

Note:

If you plan to leave the bay empty, install a filler panel and stainless steel EMI
shield on the bay.

6. Remove the four screws and two slide rails from the tape drive.
7. Place the drive in an antistatic protective wrapper.

8. Continue with "To install a replacement tape drive on page 115" below.

To install a replacement tape drive

1. Remove the new tape drive from its protective wrapper, and place it on an antistatic
surface.

2. Record the drive model and serial numbers in your equipment log.

3. Set the settings of the tape drive as described in Tape drive configuration on
page 113.
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For instructions on changing the tape drive's settings, refer to the drive
manufacturer's documentation.

. Attach the slide rails to the replacement tape drive with the screws you removed

earlier.

Slide the tape drive into the tape drive bay.

6. Secure the tape drive to the front of the server with the screws you removed earlier.

10.
11.
12.
13.
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Tighten the screws firmly.

Refer to the Cabling diagram on page 105, and then connect the tape drive's SCSI
cable as follows:

a. Connect one end of the SCSI cable to LVD (the wide SCSI controller of
the server) on the server's motherboard.

b. If aterminator is not attached to the cable, attach a wide SCSI terminator
to the other end of the SCSI cable.

c. Connect the second connector on the SCSI cable to the tape drive.

d. For proper cooling and air flow, neatly fold and secure the excess signal
cable into the last bay (at the bottom of the server) so that the cable does
not drape across the baseboard or add-in boards.

& Caution:

Risk of equipment damage

Ensure that any cables in the proximity of the fans are kept away from
the fans. If a cable is caught in a fan, the fan will break.

. Connect the power cable of the tape drive.

Result: The tape drive is installed.

Replace the upper fan holder foam.

For instructions on replacing the upper fan holder foam, see To replace the upper
fan holder foam on page 91.

Replace the side cover.
Reconnect the peripheral device and power cables.
Power up the server.

Test the tape drive.

703t Server Maintenance and Diagnostics December 2010



Replacing the CD-ROM drive

Replacing the CD-ROM drive

The CD-ROM drive is preinstalled at the factory. However, if it becomes faulty, follow the
procedure in this section to replace it.

& Caution:

Risk of electrical damage

Use only a CD-ROM drive that is approved by Avaya.

G101773

Figure 22: CD-ROM drive installation overview

To remove the CD-ROM drive
ACaution:

Risk of equipment damage

Use an ESD wrist strap to protect static-sensitive components.

" Note:
The CD-ROM drive is installed in the top bay.
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1. Prepare the server for CD-ROM drive replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Remove the side cover.
c. Remove the upper fan holder foam.

For instructions, see Preparing the server for hardware maintenance on page 85.

A Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Disconnect the faulty drive's power and signal (IDE) cables.
3. Open the front panel on the server.

4. Remove and save the two screws that secure the CD-ROM drive to the front of the
chassis.

5. Pull the drive out of the chassis, and then place it on an antistatic surface.

Note:

If you plan to leave the bay empty, install a filler panel and stainless steel EMI
shield on the bay.

6. Remove the four screws and two slide rails from the drive.
7. Place the drive in an antistatic protective wrapper.

8. Continue with To install a replacement CD-ROM drive on page 118".

To install a replacement CD-ROM drive

A Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.

1. Remove the new CD-ROM drive from its protective wrapper, and place it on an
antistatic surface.

2. Record the drive model and serial numbers in your equipment log.

3. Set the new CD-ROM drive to IDE Master by changing the jumper settings at the
back of the drive.
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10.
11.
12.

Replacing the floppy disk drive

Note:

Refer to the CD-ROM drive manufacturer's documentation for specific jumper
settings.

Install the slide rails on the new drive.

Ensure that the first set of holes on the bracket are aligned with the screw holes
closest to the front of the CD-ROM drive.

. Slide the new CD-ROM drive into the drive bay and secure it to the front of the server

with the screws you removed earlier.

Reconnect the CD-ROM drive's IDE cable to IDEO (blue connector) on the
motherboard. Ensure that the blue stripe on the cable at the motherboard connector
end faces towards the back of the server.

0 Important:
The server will not start if the cable is connected backwards.

For more information, see the Cabling diagram on page 105.

Reconnect the CD-ROM drive's power cable.

Result: The CD-ROM drive is installed.

Replace the upper fan holder foam. For instructions on replacing the upper fan
holder foam, see To replace the upper fan holder foam on page 91.

Replace the side cover.

Reconnect the peripheral device and power cables.
Power up the server.

Test the CD-ROM drive.

Replacing the floppy disk drive

The floppy disk drive is preinstalled at the factory. However, if it becomes faulty, follow the
procedure in this section to replace it.

A Caution:

Risk of electrical damage

Use only a floppy disk drive that is supplied by Avaya.
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Side view D
of server
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Figure 23: Floppy disk drive installation overview

To remove the floppy disk drive

0 Important:

Avaya recommends that you use a magnetic screwdriver in this procedure. A nonmagnetic
screwdriver can result in screws being lost between the chassis and plastic bezel.

& Caution:

Risk of data loss

Keep magnetic screwdrivers away from hard drives, floppy disks, and backup tapes to

prevent data loss.
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A Caution:

Risk of equipment damage
Use an ESD wrist strap to protect static-sensitive components.

1. Prepare the server for floppy disk drive replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Remove the side cover.

c. Remove the upper fan holder foam.

For instructions, see Preparing the server for hardware maintenance on
page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment
damage.

2. Disconnect the power and signal cables of the disk drive.
3. Open the front panel on the server.

4. Remove and save the two screws that secure the floppy disk drive to the front of
the chassis.

5. Slide the assembly toward the back of the server to disengage it from the tabs that
secure the carrier assembly to the server.

6. Remove the assembly from the chassis.

7. Remove the four screws that hold the bracket to the drive, and set them and the
bracket aside.

8. Place the drive in an antistatic protective wrapper.

9. Continue with To install a replacement floppy disk drive on page 121.

To install a replacement floppy disk drive

1. Remove the new floppy disk drive from its protective wrapper, and place it
component-side up on an antistatic surface.

2. Record the drive model and serial numbers in your equipment log.

3. Set any jumpers or switches according to the drive manufacturer's instructions.
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4.

Place the drive label-side up inside the carrier, and then attach the drive to the carrier
with the four screws you removed earlier. See Figure 24: Attach disk drive to
carrier on page 122.

Va

— 4

g
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Figure 24: Attach disk drive to carrier

Ensure that the carrier is aligned with the two screw holes closest to the front of the
floppy disk drive. Tighten the screws firmly.

Install the drive carrier inside the server.

Slide the assembly toward the front of the system, and engage it with the bracket
tabs on the side of the drive bay.

9 Note:

The bottom of the drive/bracket assembly must accept the tab that sticks out from
the inside of the front panel. Ensure that the front of the drive fits flush in the front
opening of the system. (See the Figure 23: Floppy disk drive installation
overview on page 120.)

Secure the assembly to the server's front panel with the screws you removed earlier.
Tighten the screws firmly.
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7.

10.
1.
12.
13.

To install a replacement floppy disk drive

Connect the floppy disk drive's signal cable to the drive.

Note:

The connectors are usually keyed to allow you to easily reconnect them to the
drive. If they are not keyed, insert both cables so that the red wires are closest
to the center of the drive.

& Caution:

Risk of data loss

If the floppy disk drive contains a floppy disk and the signal cable is connected
backwards, data loss can occur. The LED at the front of the drive will also remain
lit after the server is powered up.

. Connect the power cable of the floppy disk drive to the drive.

Result: The floppy disk drive is installed.

Replace the upper fan holder foam.

For instructions on replacing the upper fan holder foam, see To replace the upper
fan holder foam on page 91.

Replace the side cover.
Reconnect the peripheral device and power cables.
Power up the server.

Test the floppy disk drive.
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Chapter 10: RAID operations

In this chapter

RAID overview on page 125

Verifying the RAID firmware on page 126

Configuring RAID using LSI Elite 1600 controller and Ctrl+M on page 128

Verifying consistency on the drives on page 131

RAID splitting on page 132

Task summary for configuring RAID on page 136

Task summary for RAID splitting on page 137

RAID overview

Redundant Array of Independent Disks (RAID) is a technology that can combine two or more
drives for fault tolerance and continued system performance. The Avaya CallPilot RAID
controller is a PCI RAID SCSI card that provides high-performance disk mirroring. CallPilot
uses RAID Level 1.

With Level 1 mirroring, two equal-capacity disk drives mirror one another. One disk drive serves
as the backup copy of the other disk drive. If one disk drive fails, the other continues to run.

RAID configuring and splitting

Working with RAID involves the following:

* Verifying the RAID firmware version
*» Upgrading or downgrading the RAID firmware

* Configuring RAID using the LSI Elite 1600 controller and the Ctrl+M menu at server boot-
up
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* Ensuring that your system is fully working and the RAID hardware is properly configured
* Performing full data backup

* Performing RAID splitting

 Performing an Avaya CallPilot software upgrade

* Performing RAID synching if upgrade successful

 Performing RAID synching if upgrade NOT successful

Verifying the RAID firmware

The minimum requirement for RAID firmware:

firmware: 111U

To verify the RAID firmware version

To determine what the current RAID firmware version is on the RAID LS| Elite 1600 controller,
do the following:

1. Turn on the server and press Ctrl+M when prompted during system bootup.

¥ Note:

The Ctrl+M utility can take up to 1 minute to launch with 111U firmware. The
system may appear frozen. Do not reset.

2. Select Objects menu — Adapter — Other Adapter Information. Or

a. Launchthe MegaRAID client using: Start — Programs — Power Console
Plus — Launch Client.

b. From the MegaRAID Power Console Plus - Server Selection window,
select Access Mode — Full Access to view or change configuration
information and click OK.

c. From the MegaRAID console, choose Adapter — Properties.

3. Review the information on the screen. Ensure that Power Console Plus is version
5.00i or later. The LSI Elite 1600 controller firmware should be 111U.

4. If the firmware is not correct, perform a firmware update. For instructions, see To
upgrade or downgrade the RAID firmware on page 127.
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To upgrade or downgrade the RAID firmware

To upgrade or downgrade the RAID firmware

The firmware of the RAID card is upgraded through a flash process. The flash process is
initiated by running the RAID card firmware update utility on the CallPilot CD-ROM.

A Warning:

Avaya strongly recommends that you not perform low level formatting. Performing low level
formatting results in the drives becoming unusable.

0 Important:
Perform this procedure only if the firmware version is not the version identified in this section.

1.
2.

Insert the CallPilot tower 703t Image CD-ROM 1 of 3 into the server CD-ROM drive.

Restart the server and observe the startup diagnostics.

3. When the processor diagnostics screen appears, press Esc.

Result: The following message appears at the bottom of the screen:

Entering boot selection menu ....

The system continues with the SCSI and RAID startup diagnostics, and when done,
a menu appears.

. Choose ATAPI CD-ROM, and press Enter.

Result: The Startup menu appears.

Choose Utilities (for example, BIOS, Firmware, and so on), and then press Enter.

Result: A menu appears.

6. Choose LSI Elite 1600 RAID card Firmware update, and press Enter.

7. Press Y for yes and then Enter to confirm that the 471gen.rom file is detected.

Respond to the remaining prompts to proceed with the update.

Result: The update proceeds. When it is finished, you are informed that the update
completed successfully and you are asked to restart the server.

9. Remove the CD-ROM from the CD-ROM drive.

. Press Ctrl+Alt+Delete to restart the server.
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Configuring RAID using LSI Elite 1600 controller and Ctrl+M

The configuration of the RAID card is stored on both the card and on the hard drive, so typically
you are not required to reconfigure RAID unless you are making a change to the RAID system
(for example, if you replace the hard drives with higher-capacity hard drives).

A Warning:

Avaya strongly recommends that you not perform low level formatting. Performing low level
formatting results in the drives becoming unusable.

& Caution:

Risk of data data loss

This procedure requires that the logical drive be initialized. When you initialize the logical
drive, all data on the hard drives is erased.

Do not perform this procedure unless you are replacing the hard drives, or you are rebuilding
the CallPilot system (that is, reinstalling the Windows operating system and CallPilot
software).

To configure an LSI Elite 1600 RAID system

To configure RAID, do the following:

1. Turn on the server and press Ctrl+M when prompted during system bootup.

Note:

The Ctrl+M utility can take up to 1 minute to launch with 111U firmware. The
system may appear frozen. Do not reset.

From the Management menu, select Objects and press Enter.
From the Objects menu select Adapter and press Enter.
From the Adapter menu select Factory Default.

Select Yes to confirm the selection and press Enter.

Press Ctrl+Alt+Delete when prompted to restart system.

During bootup, press Ctrl+M to re-enter the RAID setup utility.

© N o o bk~ w DN

From the Management menu select Objects — Adapter, then ensure the Adapter 1
values are set as follows:
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To configure an LSI Elite 1600 RAID system

Flex RAID Power Fail: Enabled Fast Initialization: On Disk Spin up Timing: 1 Disk
every 6 secs Cache Flush Timings: Every 4 seconds Rebuild Rate: 30% Alarm
Control: Enabled Other Adapter Options:

* Emulation: Mass Storage

* Auto Rebuild: Disabled

* Initiator ID: 7

* Cluster Mode: Disabled

» Multiple PCI Delayed Transactions: Disabled
* Force Boot: Off

* Coercion Algorithm: GigaByte Way

» Cc Restoration: Enabled

Note:

The Coercion Algorithm must be set properly. Once changed, it cannot be
changed again. The only way to reset it is to reconfigure RAID from scratch and
load the default configuration, then reboot.

9. Select Objects — Channel and press Enter.

10. From the Channel menu, ensure the values are set as follows: Termination State:
Enabled

SCSI Transfer Rate: 160M

11. Select Configure menu — New Configuration. Click Yes to proceed.

Result: The system should display both SCSI channels, each having one drive.
SCSI IDs should be 0 for each channel. All disk drives should be in READY state.

¥ Note:

Do not use the Load command on the Configure menu. This command is not for
RAID operations.

12. Create the first logical drive by selecting Channel-1 ID 0 (A01-01), and pressing the
Spacebar. The display will change to ONLIN A01-01. Select Channel-2 ID-0
(A01-02) and again press the Spacebar.

Result: After selection, the drives will blink.
13. Press Enter to End the Array.

Result: The blinking stops.
14. Press F10 to configure the logical drive.

15. Press the space bar to select Configuration Array.

Result: Span-1 appears in the box opened for the A01 logical drive.
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16. Press F10 to configure the logical drives.

Result: The system prompts you for each of the logical drives to consecutively
select:

RAID 1; Size: accept the size displayed Accept SPAN = NO
Change the last value to NOSPAN if required.

17. Highlight Accept and press Enter twice to accept these new values.

Result: The system prompts you to save the configuration.
18. Highlight YES and press Enter.
19. Press ESC twice to exit the submenus.
20. In the Management menu, choose the Initialize submenu.
21. Press F2 to select the logical drive.
22. Press F10 and consecutively select YES to initialize the drive pack.

23. When the initialization is complete, press any key to return to the Management
menu.

24. Press ESC to exit the utility. Save the configuration when prompted.

25. Press Ctrl+Alt+Delete as indicated by the menu to reboot.

Replacing the LSI1600 or LSI320-2 card with LSI320-2

Use this procedure to replace a failed LSI1600 RAID card.

& Warning:

Avaya strongly recommends that you not perform low level formatting. Performing low level
formatting results in the drives becoming unusable.

0 Important:

If your replacement RAID card has been previously used and holds an existing configuration,
the system will report a mismatch between the controller NVRAM and Drive MetaData. The
steps below will correct the mismatch.

To replace the LSI1600 or LSI320-2 card with the LSI320-2 card

1. Power up the server and click Ctrl+M to enter the utility.
2. Select Objects — Adapter — Other Adapter to set the following:

a. Set Force Boot to On.
b. Set Auto-Rebuild to Disabled.
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c. Select Objects — Channel and ensure channel speed is 160M. ((Default
for LSI320 is 320M).

d. Repeat for all channels.
Exit the utility and reboot the server.

4. Set the server to boot from CD.

Insert the RAID Update Utility CD and reboot the server.
Result: The DOS boot menu appears.

. Select Update LSI320-2 Firmware.

Result: The system will prompt twice to confirm you are upgrading the firmware.

. Answer Y to both questions.

Result:The system upgrades the firmware and asks you to reboot.

8. Allow the system to reboot to Windows 2003.
9. Insert the RAID Update Utility CD and unzip the RAIDUP.EXE file.

10.

1.
12.

13.

14.

Result: A directory called RAIDUP is created on C:\ drive

Locate SCSI controllers — LSI Adapter in the RAIDUP directory. Double click on it,
then select Driver.

Result: You are asked to choose the Upgrade Driver.
Point to the c:\raidup\Win2k3 folder.
The system asks you to reboot.

Result: The system reboots to Windows 2003.
Check the driver, firmware and Power Console configuration.

a. Open the MegaRAID Power Console from the Start — Programs menu.

b. Select Help About from the menu and verify the MegaRAID Power
Console version is 5.00i.

c. Select Adapter — Properties and verify the firmware version is 1L37 and
the board type is LSI320-2.

d. Exit the Power Console.

Right click on C:\WINNT\SYSTEM32\DRIVERS\mraid3xx.sys and select
Properties — Version. Verify the Driver version is 6.45.

Verifying consistency on the drives

This optional consistency check on the logical drive of the RAID system ensures that the data
on the drives is identical. If any errors are found, they are corrected automatically. Perform a
consistency check before you split the RAID system pack. A good data backup on an offline
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drive is important if you need to revert to the CallPilot system from an unsuccessful upgrade
or update. The consistency check can take up to 2 hours to complete.

To perform a consistency check

1.

In Windows, click Start — Programs — Power Console Plus — Launch Client.

Result: The MegaRAID Power Console Plus- Server Selection window appears.

Ensure that Access Mode — Full Access is selected, and click OK.

Result: The MegaRAID Power Console Plus window appears displaying the Logical
View of the Physical Devices and the Logical Devices. The status bar at the bottom
of the window indicates that RAID channels are being scanned. When scanning is
done, the screen refreshes and displays the Physical and Logical Devices.

In the Logical Devices section, right-click the logical drive, and then choose Check
Consistency from the pop-up menu.

Result: The Check Consistency status dialog appears.

Note:

The check can take up to 2 hours to complete. You are informed when it is
finished. If any errors are found, a window with an error message is displayed.

. Select Configuration — Exit to close the MegaRAID console.

Result: An end of session message appears.
Click OK.

RAID splitting

Ensure that your system is in full working order and the RAID hardware configuration is set up
properly as described on Configuring RAID using LSI Elite 1600 controller and Ctrl+M on

page 128.

0 Important:

The most important thing to verify is that the RAID channel 1 is connected to the first hard
drive (top as facing the machine) and channel 2 is connected to the second drive (bottom).
Do that by either opening the lid and following the cables or by removing one hard drive and
observing which drive is marked dead by the system. If the drive matches the graphic
location on the Windows MegaRAID console, proceed with the next step.
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Full data backup

Full data backup

0 Important:

As an extra precaution, Avaya recommends that a full system backup be performed PRIOR
to performing a RAID-split. For more information on system backups, refer to the CallPilot
Manager online Help.

To split the RAID

0 Important:
Because the 703t has only one physical drive per channel, the RAID splitting can be done
using the Windows MegaRAID console without risk of CallPilot database corruption.

1. To load the MegaRAID console, click Start — Programs — Power Console Plus —
Launch Client.

¥ Note:
Ensure that Access Mode — Full Access is selected.

2. Click OK.
Result: Result: the MegaRAID Power Console Plus window appears.
3. Ensure all drives are in ONLINE state (marked GREEN).

4. In the Physical Devices section, right-click the Channel-2 hard disk drive. Example:
Channel-2 (0) A1-2-OnlIn.

5. Select Tools — Fail Drive from the pop-up menu.

Result: A message appears advising that marking the Online drive Failed results in
changes.

6. Ignore the warning and click OK. The drive status will change to FAILED and the
color of the icon will change to RED. Example: Channel-2 (0) A1-2-Failed.

Result: The audible alarm should start beeping.

0 Important:

The alarm can be silenced, but under no circumstances should it be disabled. Select Adapter
— Alarm Control — Silence Alarm.
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At this point, the RAID is split, and the drive marked FAILED is the backup drive and will no

longer be written to. A release upgrade or PEP installation can now be completed without
impact to the —backup' drive.

MegalAID Power Console Plus 15 tandasd]
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Figure 25: MegaRAID Power Console Plus drive status

Perform a CallPilot software upgrade

Let the system boot. The system will still run after Channel 2 of the RAID card was taken out
of service and will boot to Windows. Perform the software upgrade.

To synchronize the RAID after a successful upgrade

To restore RAID to full service after completing a successful upgrade or update:

1. WITHOUT shutting down the server, from Windows, click Start — Programs —
Power Console Plus — Launch Client.

¥ Note:
Ensure that Access Mode — Full Access is selected.
2. Click OK.
Result: The MegaRAID Power Console Plus window appears.

3. In the Physical Devices section, right-click the Channel 2 hard disk drive that was
marked FAILED.
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To synchronize RAID after an unsuccessful upgrade

Example: Channel-2 (0)A1-2-Failed.

From the right mouse pop-up menu, select Rebuild.

Result: When Rebuild is done, the drive status changes to ONLINE and the color
of the icon should change to green. The alarm should stop beeping unless it was
temporarily silenced.

Note:

The process can take up to 1 hour. DO NOT shut down the machine before the
rebuild is complete. If you do reboot or power down during this process, you need
to do To synchronize RAID after an unsuccessful upgrade on page 135, then
start again. You can monitor the rebuild by opening the Windows MegaRAID
console.

To synchronize RAID after an unsuccessful upgrade

If the upgrade or update has failed, the system needs to be returned to the original
configuration.

1. Restart the server and enter the Ctrl+M utility when prompted during system bootup.
2. From the Management menu select Objects and press Enter.

3.

4. Select FAIL Drive for the drive on Channel 1.

Select Objects — Physical Drive and press Enter.

Result: The drive will show as FAIL.

Select the drive on Channel 2 (previously taken offline as the backup drive and
marked 'Failed') and make it ONLINE. Ignore the warning message.

Result: At this point, the drive on the Channel 2 is ONLINE and the one on Channel 1
is marked FAILED.

Exit the utility and press Ctrl+Alt+Delete to reboot the server.

Result: The system will boot up to the original configuration before the software
upgrade and an audible alarm will indicate the state CRITICAL for the drives. You
can silence the alarm but DO NOT disable it.

Once the system is fully booted, open the Windows MegaRAID console and rebuild
the FAIL drive on Channel 1 using the same process indicated in To synchronize
the RAID after a successful upgrade on page 134. Reverting from a failed software
upgrade is now complete. The audible alarm, if left on, should automatically stop.
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Task summary for configuring RAID

Note:

This summary should be used only after reviewing the more detailed procedures and

warnings in this chapter.

What to do How to do it
Verify the BIOS | Firmware: 111U
and firmware Use the Windows MegaRAID console and choose Adapter — Properties.
revisions Or turn on the server and press Ctrl+M. Select Objects menu — Adapter
— Other Adapter Information.
Upgrade or Use the CallPilot 5.0 tower 703t Image CD-ROM 1 of 3 and select Utilities,
downgrade RAID 703t F/W upgrade.

firmware and
BIOS

Configure RAID
using LSI 1600
controller using
the Ctrl+M menu
at server boot-

up

Note:

The Ctrl+M
utility can
take up to 1
minute to
launch with
111U
firmware. The
system may
appear
frozen. Do not
reset.

1. Start the server and press Ctrl+M. Select Objects menu — Adapter

— Factory Default, and select Yes to confirm the selection. Press
Ctrl+Alt+Delete when prompted to restart system and re-enter Ctrl
+M utility.

. Select Objects — Adapter, then ensure the following values are set

as following:

Flex RAID Power Fail: Enabled

Fast Initialization: On

Disk Spin up Timing: 1 disk every 6 secs
Cache Flush Timings: Every 4 seconds
Rebuild Rate: 30%

Alarm Control: Enabled

Other Adapter Settings:

* Emulation: Mass Storage

* Auto Rebuild: Disabled

* Initiator ID: 7

* Cluster Mode: Disabled

* Multiple PCI Delayed Transactions: Disabled
* Force Boot: Off

* Coercion Algorithm: GigaByte Way

¢ Cc Restoration: Enabled

. Select Objects — Channel, then ensure that the following values are

set as follows: Termination State: Enabled SCSI Transfer Rate:
160M
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Task summary for RAID splitting

What to do

How to do it

. In the Configure menu, select New Configuration. Press Yes to

proceed. The system should display both SCSI channels, each
having one drive. SCSI ID's should be 0 for each channel. All disk
drives should be in READY state.

¥ Note:

Do not use the Load command on the Configure menu. This
command is not for RAID operations.

. Create the first logical drive by selecting Channel-1 ID 0 (A01-01),

and pressing the Spacebar. The display will change to ONLIN
A01-01. Select Channel-2 ID-0 (A01-02) and again press the
Spacebar. After selection, the drives will blink, press Enter or F10 to
create first logical drive.

. Press the Space bar to Select Configuration Array. Span-1 appears

in the box opened for the AO1 logical drive.

. Configure the logical drives by pressing F10. The system prompts

for each of the logical drives to consecutively select

RAID 1; Size: accept the size displayed; Advanced Menu Accept
SPAN = NO Change the last value to NOSPAN if required. Accept
these new values by pressing Enter. The system will prompt you to
save the configuration. Highlight Yes and press Enter. Exit the
submenu by pressing Esc.

. In the main menu enter the Initialize submenu. Select the logical

drive by pressing F2. Press F10 and consecutively select YES to
initialize the drive pack. When done, press any key to return to the
main menu.

. Exit the utility by pressing Esc. Save the configuration when

prompted. Press Ctrl+Alt+Delete as indicated by the menu to reboot.

Task summary for RAID splitting

Note:

This summary should be used only after reviewing the more detailed procedures and

warnings in this chapter.

What to do

How to do it

Ensure that your
system is fully
working and the
RAID hardware

The most important thing to verify is that the RAID channel 1 is connected

to the first hard drive (top as facing the machine) and channel 2 is
connected to the second drive (bottom). Open the lid and follow the

cables or remove one hard drive and observe which drive is marked dead
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What to do How to do it
is properly by the system. If the drive matches the graphic location on the Windows
configured. MegaRAID console, proceed with the next step.

Full data backup

Do a full data backup before RAID splitting is performed as an extra
precaution.

RAID splitting

" Note:

Because the
703t has only

1. Load the Windows MegaRAID console. Ensure all drives are in
ONLINE state (GREEN).

2. Right click the Channel 2 first drive (i.e (0) A1-2-Onin).
Select Tools — Fail Drive. A warning message will pop-up. Ignore it

one physical and press OK. The drive status will change to FAILED and the color
drive per of the icon should change to RED. The alarm should start beeping.
channel, the
RAID splitting
can be done Note:
\L;\:/;ilr?gc;v?/z The alarm can be silenced, but under no circumstances should it be
MegaRAID d|sa_|bled. Selec_t Adaptt_er — Alarm Control_ — Silence Alarm _
console Technically the drive that is marked FAILED is now the Backup Drive.
without risk of
CallPilot
database
corruption.
Perform Let the system boot. The system will still run after Channel 2 of the RAID
CallPilot card was taken out of service and will boot to Windows. Perform the
software software upgrade.
upgrade

RAID synching
for upgrade
successful

WITHOUT shutting down the server, in the Physical Devices section of
the MegaRAID console, right click the Channel 2 first drive (i.e Channel
2 (0) A1-2-Failed). From the right mouse pop-up menu select Rebuild.
When Rebuild is done, the drive status will change to ONLINE and the
color of the icon should change to green. The alarm should stop beeping
unless it was temporarily silenced. The process can take up to one hour.
DO NOT shut down the machine before the rebuild is complete. If you do
reboot or power down during this process, you need to do 'RAID synching
for upgrade NOT successful', then start again. You can monitor the
rebuild by opening the Windows MegaRAID console.

RAID synching
for upgrade
NOT successful

If the software upgrade has failed, the system needs to be returned to
the original configuration.

1. Restart the server and enter the Ctrl+M utility.

2. Select Objects — Physical Drive — FAIL Drive for the drive on
Channel 1.The drive will show as FAIL after this step.

3. Select the drive on Channel 2 (previously taken offline or the Backup
drive) and make it ONLINE. Ignore the warning message.
At this point the drive on the Channel 2 is ONLINE and the one on
Channel 1 is marked FAILED.

4. Exit the utility and reboot. The system will boot up to the original
configuration before the software upgrade and an audible alarm will
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What to do How to do it

indicate the state CRITICAL for the drives. At this time, you can
silence the alarm but DO NOT disable it.

5. Once the system is fully operational, open the Windows MegaRAID
console and rebuild the FAIL drive on Channel 1 using the same
process indicated in "RAID synching for upgrade successful".
Reverting to original from a failed software upgrade is now complete.
The audible alarm, if left on, should automatically stop.
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Chapter 11: Replacing or adding voice
processing boards

In thischapter

DSP numbering and location on page 141

Replacing MPB96 boards on page 142

DSP numbering and location

DSPs are the built-in voice processing components on MPB boards. DSPs are numbered to
distinguish them in Avaya CallPilot® maintenance programs, such as the Maintenance page
in CallPilot Manager. Each DSP supports up to eight multimedia channels.

DSP numbering on MPB96 boards

The MPB96 board has 12 embedded DSPs. If an embedded DSP is faulty, you must replace
the entire MPB96 board.
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Replacing or adding voice processing boards

Faceplate Mezzanine connectorl  CT Bus connector
(for future use)

11—
T— PCI connector

DS30 link status LEDs DS30 connector

G101776

Figure 26: MPB96 board

Replacing MPB96 boards

This section describes how to replace an MPB96 board.
You will need to replace an MPB96 board:

« if the board becomes faulty

* when the PCI firmware needs to be updated, and the board must be sent back to the
factory

& Caution:

Risk ofelectrical damage

* Wear an antistatic ESD wrist strap when handling cards or boards, or when working
inside the server.

* Do not touch the components or gold-edge connectors of cards or boards.
* Place the board on an antistatic surface until you are ready to install it.
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Requirements

Requirements

* MPB96 board (NTRH40AA)

» DS30X cable (NTRH2014) Figure 27: DS30X cable for MPB96 board on page 143 shows
the DS30X cable for the MPB96 board.

| 1]

T Connectors for the B—
—— MGate cards

(8
(.

Connector for the 0
MPB96 board

G101786

Figure 27: DS30X cable for MPB96 board

0 Note:

The ferrites on this cable control EMC emission levels. Do not remove them.

Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010 143



Replacing or adding voice processing boards

Note: When replacing the upper fan holder
foam, ensure that the board inserts into thel
corresponding slot on the fan holder foam.

G101777b

Figure 28: MPB96 board installation

9 Note:

For Meridian 1 and Avaya Communication Server 1000 systems, the MPB96 board is
installed in slot 4.

To replace an MPB96 board

1. Prepare the server for MPB96 board replacement as follows:

a. Shut down the server, shut off the power, and then disconnect the
following cables:

» power cable

* peripheral device cables
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To replace an MPB96 board

» DS30X cable(s) (Meridian 1 and Communication Server 1000 only)
b. Place the server on its side.
c. Remove the side cover.
d. Remove the upper fan holder foam.

For instructions, see Preparing the server for hardware maintenance on page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Remove the faulty MPB96 board from its slot, and save the retaining screw.
3. Unpack the replacement MPB96 board.

4. Hold the MPB96 board by its top edge or upper corners, and then align it with the
following:

* end-plate opening in the chassis Ensure that the tapered foot of the board's
retaining bracket fits into the slot in the expansion slot frame.

* PCI connector
5. Press the new MPB96 board firmly into its slot.
6. Secure the board using the retaining screw that you removed earlier.

7. Replace the upper fan holder foam.

For instructions, see To replace the upper fan holder foam on page 91.

8. Replace the server cover.

Note:
Be careful not to pinch any cabling when replacing the server cover.

9. Reconnect the peripheral device and power cables.
10. Reconnect the DS30X cable to the faceplate of the MPB96 board.

Note:

Ensure that a single-point ground reference is available for all the power outlets
serving the Avaya CallPilot server and its peripherals. Before the CallPilot server
installation, a qualified electrician must implement the single-point ground
reference requirement between the power outlets of the CallPilot server and the
power outlets of the switch.

11. Power up the server and log on to Windows.
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Note:

When the Windows New Hardware Found Wizard pops up, press the next button
and select the presented Avaya MPB driver.

12. Run the Configuration Wizard to detect the new hardware.
Forinstructions, refer to the Installation and Configuration Task List (NN44200-306).

Result:The MPB96 board replacement is complete.

13. Test the multimedia channels to ensure that the new MPB96 board is functioning
properly.

Refer to the Installation and Configuration Task List (NN44200-306).
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Chapter 12: Working with DIMMs and the
CPU

In this chapter

Replacing or adding baseboard DIMMs on page 147

Replacing the CPU on page 150

Replacing or adding baseboard DIMMs

The baseboard provides four slots that support DDR266 SDRAM DIMMs. The server ships
with two DIMMs that provide a total of 512 Mbytes of memory. DIMMs must be installed in
pairs, and can be expanded to 8 Gbytes of memory.

DIMM sizes and compatibility

Contact your Avaya sales representative or customer support representative for a list of Avaya-
supplied DIMMs for the 703t server.

0 Important:
Use only DIMMSs that are supplied by Avaya.
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Working with DIMMs and the CPU

To remove the DIMM memory module

To install the DIMM memory module

G101778

Figure 29: DIMM removal and installation

When installing DIMMs, ensure that the slots are populated in order, starting with the slot
closest to the power connector:

* DIMM 1A (This is the slot closest to the power connector.)
«DIMM 1B
« DIMM 2A
- DIMM 2B

To remove baseboard DIMMs

1. Prepare the server for DIMM replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Place the server on its side.
c. Remove the side cover.

For instructions, see Preparing the server for hardware maintenance on page 85.
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To install baseboard DIMMs

A Warning:

Risk ofpersonal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Gently push the plastic ejector levers of the DIMM socket out and down to eject a
DIMM from its socket.

A Caution:

Risk of equipment damage

Use extreme care when removing a DIMM. Too much pressure can damage the
socket slot. Apply only enough pressure on the plastic ejector levers to release
the DIMM.

3. Hold the DIMM only by its edges; be careful not to touch its components or gold-
edge connectors. Carefully lift it away from the socket, and store it in an antistatic
package.

4. Repeat to remove other DIMMs as necessary.

5. If you are replacing a DIMM, continue with To install baseboard DIMMSs on
page 149.

To install baseboard DIMMs
A Caution:

Risk ofequipment damage and data corruption

Use only Avaya-supplied DIMMs. A mixture of dissimilar metals (from the use of other
DIMMs) can cause later memory failures, resulting in data corruption.

1. Prepare the server for DIMM installation as described in Preparing the server for
hardware maintenance on page 85.

A Warning:

Risk ofpersonal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Hold the DIMM only by its edges when you remove it from its antistatic package.

3. Compare the length of the gold-edge connectors on the DIMM with the socket, and
align them accordingly.

4. Press the DIMM firmly down until it clicks into place inside the socket.
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Working with DIMMs and the CPU

A Caution:

Risk of equipment damage and data corruption

Use extreme care when installing a DIMM. Too much pressure can damage the
socket. DIMMs are keyed and can be inserted in only one way.

Result: The plastic ejector levers close automatically indicating correct installation.

Replacing the CPU

The 703t server motherboard provides two connectors for Xeon processor chips, but only one
is populated for Avaya CallPilot®. For a single-CPU configuration, the CPU must be installed
on the CPU1 connector. A processor terminator board is not required.

CPU replacement package contents

The CPU assembly package contains the following:

* 2.0 GHz AT 400 MHz FSB microprocessor with 512 kbytes of L2 cache memory

Note:

A higher frequency microprocessor may be provided if the above mentioned frequency
becomes obsolete.

* heat sink with guides and clips
* syringe containing heat sink grease
* heat sink housing

* fan

& Warning:

Risk of equipment damage

The microprocessor is extremely sensitive to electrostatic discharge (ESD) and requires
careful handling to avoid static damage. To prevent ESD, perform the replacement at an
ESD workstation or use an ESD wrist strap.
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To remove the faulty CPU

To remove the faulty CPU

1. Prepare the server for CPU replacement as follows:

a. Shut down the server, and then disconnect the power and peripheral
device cables.

b. Place the server on its side.
c. Remove the side cover.
d. Remove the upper fan holder foam.

For instructions, see Preparing the server for hardware maintenance on page 85.

& Warning:

Risk of personal injury or equipment damage

Failure to follow the procedures in Preparing the server for hardware
maintenance on page 85 can result in electrical shock or equipment damage.

2. Disconnect the processor fan cable, and then remove the processor fan.

For instructions, see To remove the processor fan on page 101.

3. Using both hands, remove the heat sink housing, as follows:

a. Grasp the bottom edge of one side of the heat sink housing, and pry the
bottom tabs away from the heat sink.

& Caution:

Risk of equipment damage

Ensure that you do not bend the wings of the heat sink while removing
the heat sink housing as this will cause damage to the heat sink.

b. Repeat step _3.a on page 151 for the other side.

c. Lift the housing away from the heat sink.
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Working with DIMMs and the CPU

G101789
Figure 30: CPU housing

4. Remove the clips that secure the heat sink to the motherboard, as shown in Figure
31: Heat sink attached to motherboard on page 153.
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To remove the faulty CPU

Ry Use a tool to pry the D
clip away from the 0

heat sink guide. Ensure 0
that you do not damage 0
the heat sink while 0
removing the clip.

G101790

Figure 31: Heat sink attached to motherboard

A Caution:

Risk of equipment damage

Ensure that you do not bend the wings of the heat sink while removing the clips
as this will cause damage to the heat sink.

5. Remove the heat sink.

6. Remove the microprocessor as shown in Figure 32: Remove microprocessor from
heat sink on page 154.
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Working with DIMMs and the CPU

G101791

Figure 32: Remove microprocessor from heat sink

a. Lift the lever that secures the microprocessor to the motherboard.

While applying gentle downward pressure, push the lever away from you
(towards the top of the server), and then lift it all the way to the left.

b. Remove the microprocessor, and put it in an antistatic package.

7. Continue with To install a new CPU on page 154.

To install a new CPU

A Caution:

Risk of electrical damage
Wear an antistatic ESD wrist strap during the entire CPU replacement process.

1. Remove the new microprocessor from its antistatic package.

& Caution:

Risk of equipment damage
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To install a new CPU

Do not touch the pins on the microprocessor. The pins are static-sensitive and
bend easily.

2. Install the new microprocessor and heat sink as shown in Figure 33: Install new
CPU on page 155. See also the description that follows on 2.a on page 155.

G101779

Figure 33: Install new CPU

a. Ensure that the microprocessor lever is open all the way to the left.

b. Align the gold triangle on one corner of the microprocessor with the gold
triangle on the socket.
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Working with DIMMs and the CPU

Note:

See the top left corner of the microprocessor in the photograph in step
_6 on page 153 on _6 on page 153.

c. Apply gentle downward pressure to the microprocessor to seat it in its
socket.

d. Lower and secure the lever.

e. Apply all of the thermal grease in the syringe that was provided in the
CPU assembly package to the metal square on the microprocessor.

f. Place the heat sink on top of the microprocessor, and then apply light
pressure in a circular motion to spread the grease evenly over the entire
metal square.

3. Install the heat sink clips as shown in Figure 34: Install heat sink clips on page 157.
See also the description that follows.

& Caution:

Risk of equipment damage

Ensure that you do not bend the wings of the heat sink while installing the clips
as this will cause damage to the heat sink.
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To install a new CPU

w/

G101780

Figure 34: Install heat sink clips

a. Align the side tabs on the clip over the heat sink guide.
b. Align the center hole on the clip over the tab on the heat sink guide.

c. Slide the clip forward or back until the tab is in the small portion of the
hole.

d. With both hands, apply even downward pressure on the ends of the clip
until it snaps into place over the end tabs on the heat sink guides.

4. Use both hands to install the heat sink housing assembly as shown in Figure 35:
Install heat sink housing on page 158. See also the description that follows on
4.a on page 158.
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Working with DIMMs and the CPU

G101788

Figure 35: Install heat sink housing

a. Grasp the bottom edge of each side of the heat sink housing.

b. Spread the sides of the housing slightly, and then lower the housing over
the heat sink.

c. Release the housing to engage the tabs around the edge of the heat
sink's platform.

d. Apply pressure to the top of the housing and work with the bottom tabs
until the housing snaps into place. When all four tabs are secured, the
housing will not move.

5. Install the processor fan.

For instructions, see Figure 18: install processor fan on page 102.

6. Replace the upper fan holder foam.

7. Replace the server's side cover.
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To install a new CPU

8. Reconnect all peripheral device cables and power cord.

9. Restart the server and ensure that Avaya CallPilot starts.
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Chapter 13: Working with the Avaya
CallPilot® server BIOS

In this chapter
Overview on page 161

BIOS settings on page 162
Updating and configuring the BIOS on page 166

Recovering from corrupted CMOS and BIOS on page 167

Overview

The BIOS of the server defines the server compatibility with expansion hardware. All systems
configured by Avaya are shipped with at least the minimum vintage BIOS. However, new BIOS
may be issued to support new hardware standards and options.

BIOS release

The following are tested and supported releases of BIOS and firmware for the server:

* Intel BIOS release: P16 Build 75 or PO7 Build 64
* firmware: BMC 1.18 FRU/SDR 5.5i

To determine the BIOS release

1. Start (or restart) the server.

2. Read the BIOS version on the display.
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The BIOS version appears after the MAC address information.

You can also find the BIOS version in the BIOS configuration sections in the server menu. See
To configure the BIOS on page 166 for instructions.

BIOS settings

This section identifies the 703t server BIOS settings:
* Main (Main on page 162)
» Advanced (see Advanced on page 163)
* Security (see Security on page 164)
* Server (see Server on page 164)
* Boot (see Boot on page 165)

See To configure the BIOS on page 166 for instructions on how to verify that the 703t server
settings are set to the values given in the following sections.

Main

Table 17: Main BIOS settings

Options Settings
System Time Set for the current time.
System Date Set for the current date.
Floppy A: 1.44/1.25/1.2 Mbytes, 3.5 inch
Hard Disk Pre-Delay Disabled
Primary IDE Master CD-ROM
Primary IDE Slave None
Secondary IDE Master None
Secondary IDE Slave None

Processor Settings * Processor POST speed setting: 2 GHz (shown in
grey)

* Processor Retest: Disabled

* Processor Hyperthreading: Enabled
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Advanced

Options Settings

* Processor 1 CPU ID: F24 (shown in grey)

* Processor 1 CPU L2 Cache size: 512k ECC (shown
in grey)

* Processor 2 CPU ID: Not installed (shown in grey)

* Processor 2 CPU L2 Cache size: (shown in grey)

Language English (US)

Advanced

Table 18: Advanced BIOS settings

Options Settings

PCI Configuration Use default values. Default values are generated by pressing
F9 before you change CMOS values.

* USB: Enabled

* NIC1: Enabled

* NIC2: Enabled

* Video: Enabled

+ SCSI: Enabled

» Option ROM: Enabled (where applicable)
* PCI slots ROM: Enabled

Integrated Peripheral « COM1: 3f8/IRQ4
Configuration
* COM2: 2f8/IRQ3
* Parallel Port: ECP/378/IRQ7/DMA Channel 3
* Floppy disk controller: Enabled
* Legacy USB support: Auto
* Front Panel USB: Disabled

Memory Configuration « Extended memory test: Disabled
* Bank 1: Installed
» Bank 2: Not installed (shown in grey)
* Memory Retest: Disabled
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Options

Settings

Advanced Chipset
Control

» Wake on Ring: Disabled
» Wake on LAN: Disabled
» Wake on PME: Disabled
* Wake on RTC alarm: Disabled

Boot Time Diag Screen Enabled
Reset Config Data No
Num Lock On
Sleep Button Disabled

Security

Table 19: Security BIOS settings

Options Settings
Use Password Is Not Installed
Supervisor Password Is  Not Installed
Fixed Disk Boot Sector None
Power Switch Inhibit Disabled
NMI Control Enabled
Server
Table 20: Server BIOS settings
Options Settings

164

System Management

System Info (shown in grey)

Console Redirection

* BIOS redirection port: Disabled
» ACPI redirection: Disabled
* Baud Rate: 19.2K
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Options

Settings

* Flow Control: CTS/RTS
* Terminal Type: VT100+

Event Log Configuration

* Clear All Events logs: No
» Event Logging: Enabled
« Critical Event Logging: Enabled

Fault Resilient Booting

» Late POST timeout: Disabled

* Fault Resilient Booting: Stay on

* Hard Disk OS Boot Timeout: Disabled

* PXE OS boot timeout: Disabled

Assert NMI on PERR Disabled
Assert NMI on SERR Disabled
FRB-2 Policy Disable BSP
AC Link [Last State]
POST Error Pause Enabled
Boot Monitoring Disabled

Boot Monitoring Policy

Retry 3 times

Boot

Boot

Table 21: Boot BIOS settings

Options

Settings

BOOT Device Priority

* Removable Devices
» Hard Drive

» ATAPI CDROM
*IBA 4.1.04 Slot 0118
+ IBA GE Slot 0120

V1109

Disabled

Hard Disk Drives

Do Not Change

Removable Devices:
ATAPI CDROM Drives

Do Not Change
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Updating and configuring the BIOS

BIOS update availability

0 Important:

The BIOS installed on the Avaya CallPilot server must be version P07 Build 64 or P16 Build
75. The BIOS versions cannot be updated, nor can P07 Build 64 be updated to P16 Build
75. A BIOS update can cause your system to crash.

To configure the BIOS

" Note:

Only options that need to be changed from their defaults are described below. As you
perform this procedure, you should still validate that all BIOS settings conform to the values
listed in BIOS settings on page 162.

1.

During the server startup and while the startup diagnostics still appear on the
screen, press F2 to display the Main menu screen.

Press BIOS Default (F9) to load the default BIOS settings.

Result: You are prompted to confirm the settings.

. Choose Yes, and then press Enter.

Result: The Main menu reappears.

Use the right and left arrow keys to choose the Advanced screen.

Result: A list of configuration sections appears.

. Configure the sections as follows:

* Boot-up Diag Screen: Enabled
* Num Lock: ON
* Sleep Button: Disabled

Use the right and left arrow keys to choose the Server screen.

Result: A list of configuration sections appears.
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10.
1.

12.

Recovering from corrupted CMOS and BIOS

. Configure the sections as follows:

* Assert NMI on PERR: Disabled

* Assert NMI on SERR: Disabled
Use the right and left arrow keys to choose the Boot screen.
Result: A list of configuration sections appears.
Ensure the boot device order is defined as follows:

« first: floppy drive

* second: hard drive

» third: CD-ROM drive

¥ Note:

The CallPilot operating system requires that the first startup be completed from
the CD-ROM drive. To achieve this during the startup process, press Esc to
display the boot menu, and then choose ATAPI CD-ROM to start the server
temporarily from the CD-ROM.

¥ Note:

The hard drive boot option will not appear in the list if the RAID packs are not
configured.

Use the right and left arrow keys to choose the Exit screen.
Choose the Exit Saving Changes option, and then press Enter.
Result: You are prompted to confirm.

Choose Yes to save the changes, and then press Enter.

Result: The server restarts.

Recovering from corrupted CMOS and BIOS

If the system functions abnormally (for example, it does not start up or it freezes during the
startup process), the CMOS may be corrupted. To correct this, follow the procedure in "To
recover from a corrupted CMOS on page 168" below.
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To recover from a corrupted CMOS

1.

Power down the server.

2. Remove the server cover and access the motherboard.

3. Move the CMOS Clear jumper (J1H1) to pins 2 and 3 (by default, the jumperis set to

© © N o o

pins 1 and 2).

To determine the jumper location, see Figure 36: Jumper locations and settings on
page 169.

Power up the server.

Result: A message appears stating that the CMOS has been cleared (reset to
factory defaults).

Power down the server.

Move the CMOS Clear jumper (J1H1) back to pins 1 and 2.
Replace the server cover.

Power up the server.

Perform CMOS setup.

For instructions, see To configure the BIOS on page 166.
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Figure 36: Jumper locations and settings

4 N
CMOS Clean Passwordl Bootd BMC Bootd
Under BMCQ Protect Normal Block Protect

Control | | |
[ Oolo [00o [09olllcd o
1 2 3 5 6 7 9 10 11 1 2 3
L] L | L J |
Forcel Clear Recovery Writel
Erase Enable
| J1H1 | I J1H2J
. J
G101769

Avaya CallPilot® 703t Server Maintenance and Diagnostics

To recover from a corrupted CMOS

December 2010

169



Working with the Avaya CallPilot® server BIOS

170 Avaya CallPilot® 703t Server Maintenance and Diagnostics December 2010



Chapter 14: 703t description reference

In this appendix

Server features on page 171

Slot assignments on page 176

IRQ mapping table on page 177

Server features

This section provides a general overview of the 703t server.

Table 22: Server dimensions

Height chassis only: 420 mm (16.75in.)
with chassis feet: 440 mm (17.5in.)
Width chassis only: 215 mm (8.6 in.)

with chassis feet: 320 mm (12.7 in.)

Depth (distance from front to back)

650 mm (26 in.)

Clearance

« front: 250 mm (10 in.)
e rear;: 125 mm (5 in.)
* side: 75 mm (3 in.)

Note:

Additional side clearance is required for
service.

* top: 75 mm (3 in.)

Weight of fully loaded system with
+ two SCSI hard drives

* six populated boards

* CD-ROM drive

approximately 22 kg (46 Ib)
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« floppy drive

* tape drive

Front panel features

Figure 37: 703t server front panel features

s N
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Forced Clear Recovery Writel
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9 J1H1 J1H2 )
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Table 23: Front panel features on page 172 describes the parts identified in Figure 37: 703t

server front panel features on page 172.

Table 23: Front panel features

Part

Function

Reset button

Triggers a hardware (cold) reset. Do not use this button to
perform a server restart. Restart the server as described in
"Restarting the server" in Installation and Configuration Task

List (NN44200-306).

Network controller LEDs

(green)

Left: 10/100Base-T controller LED (NIC1 10/100 MB: ELAN for

Meridian 1/Communication Server 1000 connection)
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Part

Front panel features

Function

Right: 10/100/1000Base-T controller LED (NIC2 1 GB: CLAN
for Customer LAN connection)

Sleep mode button

Not used

Power button

Turns the server's power on or off.

Status LEDs

Indicate when the server is powered up and the disk drives are
active.

* Left: hard drive activity LED (not used)
* Center: power/sleep LED (green)

* Right: status LED (bi-color) indicates whether the server is
functioning properly, or whether a hardware event has
occurred.

USB connector

For future use

Floppy disk eject button

Ejects the floppy disk.

Floppy drive

Drive for 3-1/2 inch diskettes.

IDE CD-ROM drive (5.25
in.)

Enables you to use the Avaya CallPilot® software and
documentation CD-ROMs.

CD drive eject button

Opens the CD-ROM drawer. Push the button again to close the
drawer.

Backup tape drive

Allows backup of hard drive data.

Hard drive 1 10,000 rpm hard drive

Hard drive 2 10,000 rpm hard drive

Drive bay Vacant

Drive bay Vacant

Drive bay Vacant

Air flow slot Must remain empty for proper system cooling.
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Rear panel diagram

Power connector

PS/2 mouse connector

USB connectorst
(future use)

PS/2 keyboard connector

Serial port (COM1)
Parallel port
Monitor connector

10/100/1000Base-T 0
CLAN Ethernet connectorl —— |
(NIC2 1 GB)

10/100Base-T0______ ]

ELAN Ethernet connector
(NIC1 10/100 MB)

PCl slots

- N W ke O

Serial port (COM2):
(not installed)

G101760

Figure 38: 703t server rear panel features

9 Note:

For more information, see Slot assignments on page 176.

Table 24: 703t server rear panel parts

Part Color
AC power supply connector (450 W non hot-swap power Not applicable
supply)
USB connectors Not applicable
PS/2 keyboard connector Purple
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Rear panel diagram

Part Color
PS/2 mouse connector Green
COM1 serial port connector (9-pin) Teal
Parallel port connector (25-pin) Pink
Monitor connector (15-pin) Blue
10/100/1000Base-T CLAN network connector for Not applicable

Customer LAN connection (NIC2 1 GB)

Note:

For more information, refer to the description of LAN
connectivity in 703t Server Hardware Installation
(NN44200-304).

10/100Base-T ELAN network connector for Meridian 1/ Not applicable
Communication Server 1000 connection (NIC1 10/100
MB)

Note:

For more information, refer to the description of LAN
connectivity in 703t Server Hardware Installation
(NN44200-304).

PCI slots (6) Not applicable
* Four slots are 100 MHz 3.3 V 64-bit PCI slots.
» Two slots are 33 MHz 5 V 32-bit PCI slots.

Note:

For more information, see Slot assignments on
page 176.

COM2 serial port connector slot (not installed) Teal

Table 25: Environmental specifications

Environmental condition Specification

Operating temperature 10°C to 35°C (50°F to 95°F)
Maximum rate of change must not exceed
10°C (50°F) per hour.

Non-operating (storage) temperature -40°C to 70°C (-40°F to 158°F)
Non-operating humidity 95%, non-condensing at 30°C (86°F)
Altitude 1829 m (6000 ft)

Electrostatic discharge 15 kV or more

Acoustic noise 50 dBA in a typical office ambient

temperature (18°C to 25°C [64.4°F to 77°F])
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Environmental condition Specification
Operating shock No errors with a half sine wave shock of 2G
(with 1 millisecond duration)
Handling drop Operational after a free fall from 450 mm to
600 mm (18 in. to 24 in.) (depending on
weight)

Slot assignments

The slot assignment tables show:
» the physical location of boards inside the server, relative to other boards
* the order in which boards are installed (for example, board #1, 2, 3, and so on)

* how the boards are represented in CallPilot Manager applications (that is, on the
Maintenance Administration page)

+ the maximum capacity for each switch connectivity

Note:

Your server may vary depending on what was ordered from Avaya; therefore, your server
may not have all of the slots populated.

Slot definition and numbering

In Table 26: Slot definition and numbering on page 176, the term "slot" refers to the available
slot openings in the chassis, not the PCI connectors inside the server.

The slots are numbered from the bottom of the server to the top. Slot 1 is the bottom slot in
the chassis when the chassis is standing upright.

Table 26: Slot definition and numbering

Slot number CallPilot-assigned Meridian 1 or Communication
board label® Server 1000
PClI slot 7 (full length) Not used Not used
PCI slot 6 (full length) BRDO06 RAID card
PCI slot 5 (full length) BRDO05 Not used
PCI slot 4 (full length) BRD04 MPB96 board
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Slot number CallPilot-assigned Meridian 1 or Communication
board label® Server 1000
PCI slot 3 (full length) BRDO03 Not used
PCI slot 2 (full length) BRDO02 Not used
PCl slot 1 (full length) BRDO1 Not used

a. In CallPilot Manager applications, the Callpilot-assigned board label may appear. This
label corresponds to the slot umber. For example, BRDO1 refers the board in slot 1.

IRQ mapping table

Table 27: IRQ mapping on page 177 lists the assignments for each Interrupt Request (IRQ).
You do not need this information for installation, but it may be useful for troubleshooting.

Table 27: IRQ mapping

Interrupt 1/0 APIC level Slot or device
INTR INTO Processor interrupt
IRQO INT2 Timer (from PIIX4)
IRQ1 INT1 PS/2 keyboard controller
IRQ2 Not applicable Internal/reserved

Note:

IRQ2 is actually shared
with IRQ9 as a cascade
interrupt to support IRQs

8-15.
IRQ3 INT3 Onboard serial port B
(COM2)
IRQ4 INT4 Onboard serial port A
(COM1)
IRQ5 INT5 Available
IRQ6 INT6 Floppy disk drive controller
IRQ7 INT7 Parallel port 1(LPT1)
IRQ8 INT8 Real Time Clock
IRQ9 INT9 Available
IRQ10 INT10 Available
IRQ11 INT11 Available
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Interrupt 1/0 APIC level Slot or device
IRQ12 INT12 PS/2 mouse
IRQ13 INT13 Internal/reserved
IRQ14 INT14 IDE controller
IRQ15 INT15 Available
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